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Evaluating the impact of a digitally
implemented subjective standard on
professional rugby union player
management decision-making

Jayamini Ranaweera1,2 , Dan Weaving1, Marco Zanin1,
and Gregory Roe1,3

Abstract
Using a pre-post-test design, this study evaluated the impact of implementing a standard on the reliability of player man-

agement decision-making within a professional rugby union environment. Five practitioners from a High-Performance

Unit (HPU) rated 22 instances of Global Positioning System (GPS)–based external training load information of 14 players

across the 2021–2022 season. This rating was whether a peak/trough/normal exposure in load had occurred. The ratings

were repeated at four time points (separated by 2 weeks) before (Pre1, Pre2) and after (Post1, Post2) implementing a

consensus statement as a subjective standard (using a dashboard) developed previously within the same environment

to identify peaks/troughs in player external training loads. Inter-rater agreement between individuals at each voting

round was assessed using Light’s Kappa, while pre-post-standard intra-rater agreement was determined from Cohen’s
Kappa (both with 95% confidence intervals). Changes to dashboard usability from implementing the standard were

assessed by administering the System Usability Scale to 11 HPU staff at the four time points. Pre-standard moderate
inter-rater agreement (Pre1: 0.53 (0.36–0.69), Pre2: 0.60 (0.42–0.77)) increased to almost perfect agreement (Post1:

0.74 (0.57–0.89), Post2: 0.90 (0.79–1)) post-standard. The intra-rater agreement of 2/5 participants was almost perfect
post-standard, while it remained within substantial levels for the others. A linear mixed model (χ2(3)= 8.85, p= 0.03)

illustrated a slight increase in dashboard usability after incorporating the standard (Pre1: 84.09, Pre2: 81.36; Post1:

87.73, Post2: 87.27). Overall, the results highlighted that the subjective standard enhanced reliability of practitioner agree-

ment for the selected decision.
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Introduction
With the rapid growth in the use of data for player manage-
ment decision-making, researchers have emphasised the
need to establish data-informed operational mindsets in
sport environments.1 Data on its own has no meaning.2 It
must transition to its higher-order dimensions of informa-
tion and evidence to adequately support decision-making.
A recent health informatics and data science framework
highlighted that information is data with context and infor-
mation compared to standards creates evidence.3 In sport
settings, information is typically contextualised from data
by extracting it from storage, transforming it into meaning-
ful forms and then reporting it to users through visualisation
techniques.4 However, the interpretation of evidence from

information has both subjective and objective dimensions.
That is because both the experiences of practitioners in
interacting with player information (subjective) and the
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insights generated from information through analytical
techniques (objective) are important for decision-making.1

Therefore, to generate high-quality evidence from informa-
tion, subjective standards that can organise practitioner jud-
gements on information and key performance indicators
(KPIs) that define objective benchmarks are needed
within player management decision-making processes.

A recent Business Process Management5 analysis of
decision-making processes within the performance depart-
ment of a professional rugby union environment high-
lighted that, in certain instances, all stakeholders of a
collective decision-making process may be expected to
articulate evidence from the same information source.6 In
this study, one such decision was to identify when a
player experienced higher (peak) or lower (trough) than
normal external training loads from Global Positioning
System (GPS)–based information.6 However, objective
standards through research-based evidence to guide this
decision are currently limited in the sport literature since
there is still an ongoing debate among sport researchers
on how objective standards should be defined to extract evi-
dence from training load information.7–9 Yet, from a prac-
tical viewpoint, practitioners continue to generate
evidence from GPS information to guide decision-making
in applied environments like rugby union, as this technol-
ogy has already become a widely accepted information
source within sporting contexts.10 Due to the absence of
relevant research-based guidelines, each practitioner
engaged in a collective decision may articulate evidence
from GPS information based on his/her individual biases
and beliefs, leading to potential noise in decision-making.
Hence, unless the evidence generated from such individual
judgements is systematically organised, there is a risk that
practitioners may be managing noise in their decision-
making processes rather than the actual variability observed
in player external training load exposures.

In such contexts, techniques like consensus development
methods can organise practitioner judgements to create sub-
jective standards to guide decision-making.11 Previous
studies use Delphi,12 consensus development conference13

or nominal group techniques14 as the primary methods to
develop such consensus statements.15 However, pragmatic-
ally, it may be challenging to formulate generalisable
objective standards across different professional sport
environments as each sport organisation has a distinct set
of objectives arising from unique operational standards,
playing styles, financial strategies, recruitment plans, etc.5

Thus, although macro-level frameworks can guide the for-
mulation of benchmarks, the resultant micro-level constitu-
ents of a subjective standard may still be case specific.
Hence, as a first step to organise such practitioner judge-
ments, using the nominal group technique, a recent study
had developed a consensus statement within a professional
rugby union environment to identify instances of player
exposures to peaks/troughs in external training loads

using GPS information.16 The relevant consensus consisted
of 12 indicators, which were defined as a subjective stand-
ard to support evidence generation. While the implementa-
tion of such benchmarks for decision-making is appealing,
there is still a lack of scientific evidence to systematically
evaluate if such subjective standards can impact the
extent of agreement/disagreement among practitioners,
articulating evidence for decision-making from the same
information source.

Therefore, this article aimed to examine the impact of a
subjective standard on the agreement between practitioners
making a common player management decision (to identify
peaks/troughs in player external training loads) within a
professional rugby union club. The specific details of the
relevant case study environment were presented previ-
ously.4,6 The first objective was to integrate a subjective
standard to identify external training load peaks/troughs
of rugby union players from GPS information into the
decision-making processes within the considered environ-
ment through digitalisation techniques (i.e. a data visualisa-
tion dashboard implemented using business intelligence
software). Next, we evaluated the impact of the standard
on practitioner agreement. The goal was not to validate
the constituents of the standard but rather to assess how
its existence affected within- and between-practitioner
agreement on decision-making.

Methods

Subjects
Five High-Performance Unit (HPU) members (representing
medical, sports science and strength and conditioning oper-
ational units) from a professional rugby union club (English
Gallagher Premiership) were selected to rate external train-
ing load instances (from GPS information visualisation) of
14 senior squad and academy players (age: 24± 4, height:
186± 5.4, weight: 104.8± 12.2) from the first 33 weeks
of the 2021–2022 Gallagher Premiership season. The
HPU members were selected through guidance from
senior management at the club and involved those who
were involved in daily decisions regarding the management
of external training load exposures of players. Table 1

Table 1. Characteristics of the five HPU members selected to

rate the events.

Participant ID Age

Years of experience in professional

sports

P1 35 8

P2 39 14

P3 27 5

P4 31 6

P5 29 8

HPU: High-Performance Unit.
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illustrates the characteristics of the five HPU members.
Ethical approval for the current study was obtained from
the affiliated university (Ref. 87207 – Carnegie School of
Sport, Leeds Beckett University).

Design
This study used a pre-post-test repeated-measures case
study design in which the five HPU practitioners made deci-
sions whether 22 instances (refer to the Sample sizes section
specified later for the justification) of player external train-
ing loads (measured via GPS units) had increased (peak),
decreased (trough) or maintained (normal). Subsequently,
the ratings (i.e. decisions) were repeated at four time
points before and after implementing a subjective standard
(i.e. consensus statement), which was specifically devel-
oped to identify peaks/troughs in player external loads
using GPS information. One to 3 weeks has previously
been suggested to be an acceptable washout period (i.e.
time period where the intervention is not administered to
allow its effects to be worn off) between repeated measure-
ments.17 Therefore, we separated the ratings by 2 weeks.
Figure 1 provides an overview of the study design.

Subjective standard and its implementation
As specified previously, the subjective standard considered
in the current study was formulated from a consensus state-
ment previously developed to identify changes (peaks/
troughs) in training loads of rugby union players in the
same case study environment (this includes the players con-
sidered for the current study).16 The relevant standard was
defined by utilising 10/12 indicators (2/12 were omitted
due to practical challenges in implementation) from the ori-
ginal statement. The full details of these indicators are pro-
vided in Table 2.

Initially, the 10 indicators in the subjective standard
(Table 2) were implemented into the already-existing

GPS information visualisation Power BI interface (i.e.
dashboard) at the club. As per previous guidelines,18 this
was achieved by using colour-coding schema and labelling
techniques. Moreover, the guidelines by Cole and
Altman,19 which specify the use of natural logarithms for
dealing with percentage differences, were used in the com-
parative percentage-based indicators to ensure that the com-
parisons were symmetric and additive. Figure 2 illustrates
the high-level overview of how the latter objective was
achieved by using the R programming language for a
single indicator in the consensus. The same flow was
repeated for all indicators.

Figure 3 illustrates the GPS information visualisation
interface before and after implementing the subjective
standard. In reference to Figure 3(b), the utilised colour-
coding scheme clearly depicts instances of peaks (red),
troughs (amber) and normal (green) scenarios in player
external training loads in relation to each metric.
Moreover, additional functionalities like ‘tooltips’ were
used to indicate the exact consensus indicator through
which the resultant peak/trough was identified. For
example, the running distance load of player 1 in week
11 was categorised as a peak through the ‘acute increase’
and ‘acute:chronic increase’ indicators defined in the con-
sensus statement (refer to Table 2). The relevant consensus
indicators were also provided as a reference to the user
through a separate page in the interface. Additionally,
when implementing the standard, special focus was given
to minimising the number of changes performed on the
dashboard. That was mainly to control any biases affecting
the agreement between practitioners due to significant
changes in system usability.

Choice of training load instances for repeated ratings
To choose which instances to rate, we first evaluated GPS
data points for each metric of all selected players across

Figure 1. Overview of the study design.
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the 33 weeks and categorised them as peaks, troughs or
normal exposures based on the consensus statement.
From these, we randomly selected 22 instances of player
external training load exposures obtained from GPS infor-
mation (refer to the Sample sizes section specified later
for the justification) among the three categories (i.e. eight
peaks and seven each for troughs and normal exposures).
The same 22 instances were repeated across the four time
points for the ratings. As a rule, more than two events
from the same player were not considered (this was to
ensure that all 14 players had at least a single event to be
rated). Moreover, the items were selected to represent the
GPS metrics used by HPU staff for decision-making.
Those selected instances were as follows: total distance,
running distance, high-speed running (HSR) distance,
very-high-speed running (VHSR) distance, number of
VHSR efforts and number of sprint efforts. When rating,
the order of all items was randomised for a rater at each
time point. Table 3 provides an illustration of 5/22 selected
events. When rating, the practitioners were specifically
requested to articulate their decision by only factoring the
GPS information available to them in the interface (i.e.

not to consider other factors like player injury history,
age, etc.). For instance, considering the second row, the fol-
lowing question was posed to the practitioner: ‘based on the
GPS information currently available in the dashboard, at the
end of week 9 of the current season, would you rate if player
PL2 has experienced a peak, trough or normal running dis-
tance load?’

Usability assessments
Another factor that may have changed from the
pre-post-implementation of the subjective standard that
could potentially impact a practitioner’s judgement was
the usability of the dashboard. Specifically, the colour-
coding schema and labelling techniques used to illustrate
the conditions of peaks, troughs and normal conditions
within the interface can alter its usability. Subsequently,
those changes in usability can bias the evidence articulated
by an individual. Hence, to quantitatively assess the usabil-
ity of the interface, the System Usability Scale (SUS)20 was
administered to all HPU members (n= 11) at each of the
four time points. Moreover, for the usability assessment,

Table 2. Indicators implemented to identify a peak or trough in the external training loads experienced by a healthy player using GPS

information.

No. Indicator Description

Training load

change

1 Acute increase When the weekly change of (a) total distance or (b) running distance (>2 ms−1) or (c)

HSR distance or (d) VHSR distance is greater than 30% of their previous week total.

Peak

2 Acute:chronic

increase

Acute (1-week) total volume load of (a) total distance or (b) running distance (>2 ms−1)

or (c) HSR distance or (d) VHSR distance is greater than 30% of the average weekly

totals of the previous 4-week volume loads.

3 Continual increase For a consecutive 3-week period, a continual 10% increase in the weekly total of (a) total

distance or (b) running distance (>2 ms−1) or (c) HSR distance or (d) VHSR distance.

4 Dormant VHSR/

sprint

VHSR or sprint events produced when no VHSR or sprint events were recorded during

the previous more than 1-week period.

5 Repetitive acute

sprint

Recording sprint events on 3 or more days or on 2 consecutive days during a rolling 7-day

period.

6 Acute decrease When the weekly change of (a) total distance or (b) running distance (>2 ms−1) or (c)

high-speed running distance or (d) VHSR distance decreases by more than 30% of their

previous week total.

Trough

7 Acute:chronic

decrease

Acute (1-week) total volume load of (a) total distance or (b) running distance (>2 ms−1)

or (c) HSR distance or (d) VHSR distance decreases by more than 30% of the average

weekly totals of the previous 4-week volume loads.

8 Continual

decrease

For a consecutive 3-week period, a continual 10% decrease in the weekly total of (a) total

distance or (b) running distance (>2 ms−1) or (c) HSR distance or (d) VHSR distance.

9 Limited on-feet

days

Less than 3 on-feet days within a 7-day rolling period.

10 No VHSR/sprint

efforts

No VHSR or sprint events produced within 1 week.

Note: Complete details on the scientific approach undertaken to develop the consensus statement are available as a separate article.16 Relative thresholds

for the metrics: HSR (distance covered between 60% of Vmax (highest velocity recorded by the player)) and 75 of % Vmax), VHSR (distance covered

between 75% of Vmax and 90% of Vmax) and sprint (distance above 90% of Vmax). GPS: Global Positioning System; HSR: high-speed running; VHSR:

very-high-speed running.
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feedback from all HPU practitioners was obtained (unlike
just five for the repeated ratings) since the SUS question-
naire was a quick (around 5 minutes per individual) and
efficient method to collect system usability data.4,20

Statistical methods
Inter-rater and intra-rater agreement. The impact of the sub-
jective standard on the considered collective decision was
evaluated from the change in agreement between the five
HPU members across the pre-post time points. Since
there were more than two raters and as the study was
fully crossed, we used Light’s Kappa (κ)21 to evaluate the
inter-rater agreement among the five members tasked with
rating the events at each of the four time points (κ̂). The
popular choice of Fleiss’ Kappa for assessing the reliability
of agreement among multiple raters was not applicable in
this scenario due to the fully crossed study design.22 The

intra-rater agreement of each individual within the two
pre-post time points was evaluated by Cohen’s Kappa.
Agreement was interpreted as slight (0.01–0.20), fair
(0.21–0.40), moderate (0.41–0.60), substantial (0.61–
0.80) and almost perfect (0.81–0.99).23,24 The 95% confi-
dence intervals (CIs) of the agreement measures were calcu-
lated via bootstrapping with replacement (1000 runs).
Bootstrapped samples were paired across the four time
points with the point estimate Kappa (κ̂*) of each sample
calculated in each bootstrap step.25 Afterwards, the
1000-point estimates were ordered by size and their percen-
tiles adhering to 95% CIs were extracted (κ̂*α/2; κ̂*(1−α)/
2).

25,26 The latter CI calculation was only used if the boot-
strapped point estimates at each time point were normally
distributed and any biases were corrected (i.e. by subtract-
ing bias from the sample Kappa statistic, however, as per
the guidelines by Efron and Tibshirani,26 bias correction
was ignored if it was less than 0.25 standard errors
(SEs)). For all statistical tests, an α level of 0.05 was con-
sidered and the Kappa values were determined from the
‘irr’ package in R.27

Bootstrapped hypothesis testing. To evaluate if the inter-rater
agreement between two time points was statistically differ-
ent (i.e. H0: κ̂*post= κ̂*pre and H1: κ̂*post≠ κ̂*pre), first, the
differences between the bootstrapped Kappa coefficients
(κ̂*d) of the considered time points were calculated (i.e.
κ̂*d= κ̂*post− κ̂*pre). Next, (1− α) CIs of the bootstrapped
κ̂*d differences were extracted. Finally, the null was
rejected if the CI did not include 0.28–30 As specified in
the preceding section, six such conditions of κ̂*d differences
were tested (e.g. Pre1 vs. Pre2, Pre2 vs. Post1, etc.). To com-
pensate for the loss in power due to repeated tests, a
Bonferroni correction was used by setting an α level of
0.008 for each test.

Linear mixed model for usability assessment. The repeated
measures of SUS scores from the same participants (n=11)
at the four time points resulted in dependency between the
measurements. Therefore, a linear mixed model was used to
assess the change in SUS scores across the considered
pre-post time points. For the model, a fixed effect was
defined by the four pre-post time points and variations
across the individuals were defined as a random effect
(by-participant intercept only). The effectiveness of the
model was assessed based on a likelihood ratio test against
the null model using the ‘afex’ package in R.31

Sample sizes
A priori sample size calculation based on the ‘kappaSize’
package in R32 illustrated that 35 instances of ratings
were required to test a hypothesis of inter-rater agreement
changing from an initial level of 0.41 (lower threshold of
moderate agreement) to 0.61 (lower threshold of substantial

Figure 2. High-level overview of the algorithm flow for

categorising daily/weekly GPS information as a peak, trough or

normal condition based on a single indicator in the subjective

standard. GPS: Global Positioning System.

Ranaweera et al. 5



agreement) with an α= 0.05 and 80% power. However, our
sample size was restricted by resource constraints (i.e. time)
within the considered applied environment.33 Since the
study was conducted within the work schedule of a
Gallagher Premiership season, data collection from a staff
member had to be managed within a time limitation of 30
minutes per each individual for each round of rating,

leading to 2 hours of overall contribution to the study.
This time limitation was defined by the management at
the club. Importantly, the current study is only the second
part of a holistic study. As specified previously, the first
part16 focused on scientifically developing the relevant con-
sensus statement with the participation of the HPU
members. Subsequently, each HPU member selected for

Figure 3. GPS information visualisation (a) before and (b) after implementing the subjective standard using a colour-coding scheme

and labelling techniques. GPS: Global Positioning System.
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the current study had already allocated close to 5 hours of
their work time within a Gallagher Premiership season to
contribute to the first part of the study. Therefore, only 2
hours per individual was allocated for this study by the
management. Resultantly, author JR initially performed a
demonstration with author GR and determined that only
22 items could be rated within 30 minutes. Such limitations
in study sample sizes due to resource constraints have been
acknowledged by researchers like Lakens.33

Results

Reliability of agreement (repeated measures)
Inter-rater agreement. Table 4 highlights the inter-rater
agreement between the five HPU members (including the
95% CIs) during the four rounds of repeated ratings.
Pre-standard reliability of agreement between the five stake-
holders was identified as ‘moderate’. Following the imme-
diate introduction of the subjective standard (after 2 weeks)
into the information visualisation interface, the agreement
between the decision-makers increased to ‘substantial’.
With further lag time, there was a ‘near perfect’ inter-rater
agreement between the five HPU members for the consid-
ered decision. The normality of the bootstrapped samples
extracted to calculate the 95% CIs is provided in
Supplementary Image 1.

Intra-rater agreement. As highlighted in Table 5, the intra-
rater agreement of Participants 2, 4 and 5 increased fol-
lowing the introduction of the subjective standard.
Specifically, Participant 2 had the largest increase in
agreement among all the five members, with a change
from ‘moderate’ to ‘perfect’ agreement. For Participant
4, it increased from a ‘substantial’ level to ‘almost
perfect’ agreement post-standard. Although the numerical
values of intra-rater agreement of Participant 5 increased
from the baseline, the interpretation of Kappa values
depicted that it did not change from a ‘substantial’ level.
Interestingly, the intra-rater agreement of Participants 1
and 3 decreased post-intervention, with the former partici-
pant showing the biggest decrease in agreement (0.13).
However, even for the two instances with a reduction in
intra-rater scores, the interpretation of the relevant

figures demonstrated that their agreement remained
within a ‘substantial’ level following the implementation
of the standard.

Change in agreement. Figure 4 presents the 99% CIs (due to
Bonferroni correction) of the bootstrapped Kappa differences
between the selected time points (refer to Supplementary
Image 2 for the normality of the Kappa differences). The
CIs of Pre1 to Pre2, Pre2 to Post1 and Post1 to Post2 differ-
ences crossed 0; thus, in those cases, the null could not be
rejected. For all other comparisons, including Pre2 to Post2
comparison, the null was rejected (since the CI differences
did not include 0) to highlight that the reliability of agree-
ment was statically different between those time points.

Pre-post-standard usability assessment of the dashboard.
Figure 5 illustrates the difference (and residual) in the
system usability score for the information visualisation
interface pre-post-implementation of the standard. The like-
lihood ratio test results demonstrated that the usability of

Table 3. List of 5/22 events rated by the HPU members.

Player ID Reference week Last day with data for reference week Metric Trough Normal Peak

PL13 29 Saturday, 5 Feb 2022 HSR distance

PL2 9 Saturday, 18 Sep 2021 Running distance

PL4 10 Saturday, 25 Sep 2021 VHSR distance

PL14 30 Friday, 11 Feb 2022 VHSR/sprint efforts

PL9 32 Friday, 25 Feb 2022 Total distance

HPU: High-Performance Unit; HSR: high-speed running; VHSR: very-high-speed running.

Table 4. Pre-post-standard inter-rater agreement between the

five members.

Time point Inter-rater agreement (95% CI)

Pre-standard Pre1 0.526 (0.356–0.687)

Pre2 0.599 (0.416–0.768)

Post-standard Post1 0.738 (0.571–0.885)

Post2 0.904 (0.792–1)

CI: confidence interval.

Table 5. Pre-post-standard intra-rater agreement of the five

members.

Participant

Time point

Pre-standard Post-standard

P1 0.796 (0.565–1) 0.666 (0.424–0.871)

P2 0.525 (0.242–0.799) 1

P3 0.728 (0.453–0.936) 0.668 (0.418–0.926)

P4 0.623 (0.324–0.918) 0.932 (0.785–1)

P5 0.725 (0.461–0.938) 0.795 (0.548–1)

Ranaweera et al. 7
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the interface was a better fit for the data than a null model,
χ2(3)= 8.85, p= 0.03. The pre-standard usability of the
dashboard was rated lower at the Pre2 time point than the
Pre1 (β̂=−2.72, SE= 2.4, t=−1.14) (Figure 5(a)).
Immediately after implementing the standard (Post1), the
model highlighted greater usability than both of the pre-
standard time points (β̂= 3.64, SE= 2.4, t= 1.51 with refer-
ence to Pre1). No significant differences (p= 0.85) in
usability (−0.46) were identified between Post1 and Post2
time points due to further lag time (β̂= 3.18, SE= 2.4, t=
1.33 at Post2 in comparison to Pre1).

Discussion
This applied case study aimed to analyse the impact of a
subjective standard on the reliability of agreement
between practitioners when formulating a decision on exter-
nal training load management of players within a profes-
sional rugby union environment. Repeated ratings of 22
instances in player external training loads (based on GPS
information articulated from a dashboard) illustrated that
there was less than a 5% chance that the mean inter-rater
agreement between the five practitioners could be equal
at the two furthest time points before (i.e. Pre2) and
after (i.e. Post2) implementing the subjective standard.

Specifically, the reliability of agreement between the indivi-
duals increased from a ‘moderate’ pre-standard level (Pre2:
0.599 (0.416–0.768)) to ‘almost perfect’ post-standard
agreement (Post2: 0.904 (0.792–1)).

Pre-post-standard agreement
Although there was an immediate increase in the inter-rater
agreement once the standard was implemented (Pre2 to
Post1), the concurrent increase in system usability by 6.37
SUS scores between those two time points (Figure 5(a))
makes it challenging to interpret whether the change in
agreement was only due to the standard. Additionally, the
hypothesis test for the latter difference (Pre2 to Post1 in
Figure 4) does not also provide enough evidence to
justify that the agreement between the practitioners at
those two time points was statistically different. The
slight decrease in SUS scores between Post1 and Post2
time points (0.46) highlighted that the system usability
did not influence the resultant increase in practitioner agree-
ment (0.166) from the Post1 stage to the Post2 stage, poten-
tially illustrating that the change was truly due to the impact
of the standard on decision-making. The findings also high-
light that approximately 4 weeks of lag time may be
required to assess the impact of a digital intervention on

Figure 4. The 99% CIs of the differences in agreement between time points (formulated based on the bootstrapped samples). CIs:

confidence intervals.
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decision-making. However, since the presented results are
from a single case study environment, we do not think
that the results presented in this study can be generalised.
Hence, we encourage other researchers to report their find-
ings from similar research.

In the pre-state, 4/5 members (P1, P3, P4 and P5)
having ‘substantial’ intra-rater agreement for the con-
sidered decision highlighted that participants were
somewhat consistent in their decision-making (even
without a standard). This possibly signified that each
individual adhered to an independent criterion when
identifying instances of player external training load
peaks/troughs from GPS information. The reduction in
the post-standard intra-rater agreement of P1 and P3
practitioners was mainly due to their reduced agreement
with the standard immediately after its implementation.

For instance, P1 and P3 had an agreement of 0.688
with the standard at the Post1 time point, which
increased to ‘almost perfect’ levels of agreement at the
Post2 stage (0.938 and 0.875, respectively). However,
a discussion with Participant 1 highlighted that his
reduced agreement immediately after the standard was
due to a usability issue in the interface. Specifically,
the change in colours used within the visuals had
impacted his decision-making. Consequently, although
the SUS questionnaire acted as a quick and easy summa-
tive usability assessment technique, it could not capture
more specific usability issues in the system. Hence, for-
mative usability assessment methods that can identify
core usability issues in the interface may be more applic-
able to further enhance the scientific rigour of similar
studies in the future.

Figure 5. (a) Change in the usability of the information visualisation interface at the pre-post-standard implementation time points. (b)

Residuals of the fitted model. (c) Normality of the residuals (Q-Q plot).

Ranaweera et al. 9



Reliability in decision-making due to a subjective
standard
Overall, the results indicated that the implementation of the
subjective standard enhanced the reliability of agreement
between practitioners when generating evidence from the
same information source. From an applied viewpoint, this
specifies that the standard was capable of organising practi-
tioner judgements to reduce noise associated with the con-
sidered player management decision. While it may be
impractical to determine the implications of the standard
on the accuracy of the considered decision (i.e. because
accuracy is case specific and may only be assessed in com-
parison to the specific goals of the organisation), the results
signify that subjective standards like the one utilised in the
current study could improve the precision of player man-
agement decisions (from improvements to the reliability
of agreement). We believe this illustrates an important
step to optimise player management decision-making pro-
cesses. First, it allows consistency for a decision that is
repeated at specific intervals (e.g. like the training load
management decision in the current study occurring on
each training day). Second, the resultant variability
observed in player training loads after improving the preci-
sion of practitioner judgements could indicate true fluctu-
ation in his/her exposure to load, hence enabling a
practitioner to manage true training load variability rather
than potential noise in the decision-making process.

Strengths and limitations of the study
The repeated measures with four rounds of ratings provided
a robust study design to evaluate the impact of the subject-
ive standard on decision-making by mitigating potential
Type II errors. For instance, the presence of the Post2
time point rating helped to clearly signify the impact of
the standard on practitioner agreement that was not influ-
enced by changes in system usability. Importantly, although
the reduction in sample size (n= 22) due to resource con-
straints (i.e. time allocation per practitioner) from the
priori sample size calculation (n= 35) may depict an influ-
ence on the power of this study, potential Type II errors
posed on the inferences formulated pertaining to the
changes in the inter-rater agreement between Pre2 and
Post2 (this is the main difference considered to articulate
the final judgement) time points were minimal. This is
because the a priori sample size (n= 35) was obtained to
detect a Kappa score changing from 0.41 to 0.61.
However, the actual effect observed for the change in inter-
rater agreement from Pre2 (0.599) to Post2 (0.904) time
points was much greater than the effect set in the priori
sample size. Moreover, repeating the sample size calcula-
tion for the actual change illustrated that at least 14
events were necessary to detect the observed effect in inter-
rater agreement at 80% power. Subsequently, since the

actual sample size was greater (n= 22) than the required
minimal number of events (n= 14), the validity of this
test (to detect the change in agreement between Pre2 and
Post2 time points) does not appear to be hindered.
Interestingly, such prior limitations can be expected in
current contexts (mainly due to the repercussions of the
COVID-19 pandemic) when conducting applied research
in resource-constrained environments like professional
rugby union clubs. On a positive note, the execution of
the study during an active Gallagher Premiership season
helped to extract true practitioner judgements pertaining
to player management from an applied perspective.

The subjective standard considered in the current study
was developed in relation to the considered case study
environment. Hence, the practitioners themselves may
have certain individual biases to the case-specific subjective
standard during decision-making. Moreover, since the
study was designed to extract individual decisions and
evaluate how they relate together through a statistical
method, it could not examine the effect of other collective
decision-making dynamics like the interactions between
individuals that may influence the final outcome of a col-
lective decision. Finally, although a consensus statement
was utilised as a subjective standard in the current study,
objective standards defined as KPIs using mathematical
and statistical methods are equally relevant for evidence
generation. Hence, future studies can also consider such
objective benchmarks and use the current study design to
evaluate how they impact practitioner decision-making.

Conclusion
This case study with a repeated-measures design evaluated
how a subjective standard can impact the agreement
between practitioners when articulating a player manage-
ment decision (evidence on peaks/troughs in the external
training loads experienced by rugby union players) within
a professional rugby union club. The findings indicate
that the subjective standard improved the inter-rater
agreement between the practitioners, in the considered
environment, for the selected decision, while either main-
taining or enhancing the decision consistency of the indi-
viduals (intra-rater agreement). Finally, there is further
evidence to suggest that practitioners may require
approximately 4 weeks of lag time to fully adopt a stand-
ard that is integrated into their decision-making processes
through digitalisation techniques (i.e. digital dashboards
implemented using business intelligence tools to visualise
player data) within the considered professional rugby
union environment.
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