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Abstract
Rapid industrialization has fueled the need for effective optimization solutions, which has 
led to the widespread use of meta-heuristic algorithms. Among the repertoire of over 600, 
over 300 new methodologies have been developed in the last ten years. This increase high-
lights the need for a sophisticated grasp of these novel methods. The use of biological and 
natural phenomena to inform meta-heuristic optimization strategies has seen a paradigm 
shift in recent years. The observed trend indicates an increasing acknowledgement of the 
effectiveness of bio-inspired methodologies in tackling intricate engineering problems, 
providing solutions that exhibit rapid convergence rates and unmatched fitness scores. 
This study thoroughly examines the latest advancements in bio-inspired optimisation tech-
niques. This work investigates each method’s unique characteristics, optimization proper-
ties, and operational paradigms to determine how revolutionary these approaches could be 
for problem-solving paradigms. Additionally, extensive comparative analyses against con-
ventional benchmarks, such as metrics such as search history, trajectory plots, and fitness 
functions, are conducted to elucidate the superiority of these new approaches. Our findings 
demonstrate the revolutionary potential of bio-inspired optimizers and provide new direc-
tions for future research to refine and expand upon these intriguing methodologies. Our 
survey could be a lighthouse, guiding scientists towards innovative solutions rooted in vari-
ous natural mechanisms.

Keywords Bio-inspired meta-heuristic technique · Feature selection · Benchmark test 
problems · Optimization · Engineering problems

1 Introduction

These days, it’s common to hear the term “meta,” which means “deeper” or “notably 
greater level.” The ongoing improvement of heuristic algorithms often gets referred 
to as “metaheuristics” despite the lack of a unified scientific definition. A heuristic 
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algorithm is a technique that uses trial and error methods to generate feasible solu-
tions for optimization problems with the environment (Feda et  al. 2024; Karimzadeh 
Parizi et al. 2020). Not only can living things, organisms, and microscopic parts of the 
environment, including honeybees and ants, retain knowledge but so can humankind. 
Several meta-heuristics, often known as nature-inspired methods, draw motivation from 
nature. Intelligent algorithms have been developed to address real-world issues and are 
modelled after biological and natural laws. They possess the characteristics of a simple 
idea and practical execution and offer complex tasks for people to do in a group for 
collaborative execution. Intelligent algorithms (Parizi et  al. 2021; Karimzadeh Parizi 
et al. 2021; Zhong et al. 2023) have grown to be a prominent topic for research because 
of their widespread use in computing, discovering data, communications networks, and 
time forecasting, as well as their propagation, brevity, adaptability, and endurance.

Optimization is essential for solving complex engineering problems (Osaba et  al. 
2020; Adegboye et al. 2024a; Karimzadeh Parizi and Keynia 2021) by providing suit-
able and intelligent solutions—optimization methodologies. The optimization method-
ologies (Ser et al. 2019) are extensively used in all application systems, offering the best 
solutions to specific issues. According to recent reviews, it is analyzed that more than 
150 different types (Datta et al. 2019) of optimization techniques are used in real-time 
application systems. Typically, feature analysis is mainly performed to solve the given 
problem by determining the minimum and maximum values, and the obtained solution 
is termed the objective function (Yang and Shami 2020; Adegboye et al. 2024b; Adeg-
boye and Deniz Ülker 2023). As shown in Fig. 1, the meta-heuristics optimization tech-
niques are categorized into the following types:

• Evolutionary-based
• Physics-based
• Swarm-based
• Bio-inspired

Fig. 1  Different types of optimization techniques
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• Nature-inspired

The primary purpose of this paper is to investigate the different types of methodolo-
gies in bio-inspired optimization.

Due to the increased complexity of real-world problems, meta-heuristics (Abualigah et al. 
2021) optimization techniques have gained more attraction recently. The optimization meth-
odology is mainly used to obtain possible solutions for the given problems. Population-based 
meta-heuristics are developed from biological evolution operations such as recombination, 
selection, regeneration, etc. The most popular evolutionary algorithms (Slowik and Kwas-
nicka 2020) are Genetic Programming (GP) (Kumar et al. 2018), Evolutionary Programming 
(EP) (Banerjee and Mitra 2020), Differential Evolution (Song et  al. 2023), Genetic Algo-
rithms (GA) (Ramos-Figueroa et al. 2020), and Evolution Strategies (ES) (Ahrari and Essam 
2022). Many engineering systems increasingly use bio-inspired meta-heuristic techniques to 
solve complex problems. They are easy to implement, have minimal computational complex-
ity, and have an optimum function with reduced iterations. In physics-based algorithms, the 
communication between the searching agents and searching space is accomplished based on 
the physical characteristics (Pereira et al. 2021) of gravitational force, inertia weight, electro-
magnetic force (EMF), etc. For instance, the gravitational search and simulated annealing are 
physics-based algorithms. The optimal solution is obtained according to the law of gravity 
and mass interactions. Then, the swarm-based algorithms are developed based on the social 
behaviour analysis of natural colonies and herds. It includes the techniques of Particle Swarm 
Optimization (PSO) (Band et al. 2020), Bat Algorithm (Wang et al. 2019), Bee Colony Opti-
mization (BCO) (Teodorović et  al. 2021), Grasshopper Optimization (GO) (Aydogdu et  al. 
2022), Artificial Bee Colony (ABC) (Karaboga and Aslan 2019), Ant Colony Optimization 
(ACO) (Khan and Tiziano 2018), Firefly (FF) optimization (Hassan 2021), Cuckoo Search 
Optimization (CSO) (Yu et al. 2020), Salp-Swarm Optimization (SSO) (Castelli et al. 2022), 
etc. The main contribution of this paper is to examine the different types of bio-inspired opti-
mization techniques with their working model, characteristics, and operating principles. The 
objectives behind this analysis are as follows:

• To evaluate the importance of applying optimization methods to tackle urgent engineering 
challenges.

• To examine the operational features, benefits, and drawbacks of the many bio-inspired 
meta-heuristic optimization approaches that have been employed recently.

• To thoroughly examine the optimization process, including an overview of its features and 
significance.

• This study uses standard benchmarking functions to assess the efficacy and outcomes of 
contemporary bio-inspired optimization strategies.

The remaining portions of this paper are segregated into the following: Section 2 presents 
the complete analysis of the list of bio-inspired optimization techniques with its separate algo-
rithms, mathematical models, and workflow. Section 3 evaluates and compares the results of 
the recent optimization techniques using the standard benchmarking functions, which vali-
dates the performance in terms of the fitness function, objective space, searching and trajec-
tory patterns. Finally, Section 4 summarises the overall review, including its obtainments and 
future scope.
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2  Literature review

In bio-inspired optimization, many systematic reviews have been done to document the 
advancement and use of different algorithms. The critical reviews in the literature are as 
follows: Bio-inspired algorithms have been explored in numerous comprehensive reviews, 
which concentrate on their principles, uses, and performance measurements. Such over-
views usually involve the examination of established techniques like Genetic Algorithms 
(GA), Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO). They 
give a wide-ranging understanding about how these methods work and where they can 
be applied. Some reviews concentrate on how bio-inspired algorithms are used in certain 
areas, like engineering optimization, network design, and scheduling problems. These 
kinds of reviews typically analyze the effectiveness of particular algorithms within specific 
surroundings and recognize challenges and solutions relevant to a particular domain. Spe-
cific reviews have compared bio-inspired algorithms, measuring them against usual bench-
marks and performance measures. These kinds of analyses usually try to find out which 
algorithms work best in specific situations, offering helpful guidance for those who use 
them. Some of the latest reviews discuss more modern and less traditional bio-inspired 
methods. The usual focus is on algorithms from the previous ten years, looking at their 
newness, application possibilities, and initial outcomes in performance. Despite the exten-
sive work done in previous systematic reviews, several gaps and limitations remain: Certain 
reviews may be old and not reflect the most recent progress in algorithms. This can mislead 
readers about the current state of affairs. Occasionally, a few reviews assume prior knowl-
edge on the part of their reader. This can make it difficult for new people to understand 
certain aspects. Reviews with a narrow perspective: Some reviews might not consider vari-
ous viewpoints or could be biased towards specific methods, thus limiting their usefulness. 
This can result in an incomplete assessment. Problematic Evaluation Procedures: Assess-
ments could sometimes contain methodological flaws like imperfect trial setups or inap-
propriate data sets, which might influence final results unpredictably. Frequently, technical 
language is used excessively in evaluations, making it hard for readers without advanced 
understanding to grasp the main points being communicated. Sometimes, appraisals fail to 
provide practical illustrations regarding where and how particular algorithms are applied. 
This can prevent readers from fully comprehending their significance and usefulness out-
side academia or research settings.

Most of the time, evaluations concentrate on established algorithms and need to 
adequately cover the newest advancements and emerging trends within this field. Some 
reviews may cover only some domains or algorithm families, potentially missing out in 
the broader application and comparison of different bio-inspired techniques since there 
is little attention given to practical elements such as computational efficiency, robustness 
and issues related to actual implementation in the real world. These items are essential for 
people who work in this field. Comparative depth is about how far the comparison goes. 
Comparative analysis exists, but it might need to be more detailed and systematic across 
many new and old algorithms using the same standards. This review addresses gaps and 
goes deeper into analysis with recent updates and practical thinking. The goal is to offer 
a valuable resource for researchers and those in the bio-inspired optimization area. This 
part of the literature review is essential because it combines previous systematic reviews 
and emphasizes new things that this current study brings. By covering missing parts and 
analyzing recent advancements and practical aspects, this review wants to be a valuable 
resource for people doing research and work in the bio-inspired optimization field.
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The most commonly used bio-inspired optimization techniques are Genetic Algorithm 
(GA), Particle Swarm Optimization (PSO), Grey Wolf Optimizer (GWO) and Artificial 
Bee Colony (ABC). Each method has its benefits as well as some limitations. The Genetic 
Algorithm, for instance, is known for being strong and able to locate global optima in 
complicated, multivariable exploration spaces. It doesn’t need gradient information, so it’s 
good for non-differentiable or discontinuous functions. GAs ensure their solution popula-
tion remains varied using crossover and mutation operators. This helps them explore more 
possibilities and decreases the chance of getting stuck in the local best solutions. However, 
GAs can take up a lot of computer resources because they require assessing many possible 
answers throughout multiple generations, where their effectiveness strongly depends on set 
parameters such as the size of the population, the rate for crossover and rate for mutation. 
PSO is preferred for its simplicity and efficiency in computations. The idea behind PSO 
is similar to how birds and fish act socially. It uses a group of particles that travel in the 
search space based on their own best-known position and the best-known positions of other 
particles nearby. This algorithm is simple to apply and has fast convergence towards top-
notch solutions, which makes it suitable for instant-use situations. However, PSO might 
encounter the problem of early convergence and stagnation, particularly in intricate mul-
timodal landscapes. The Grey Wolf Optimizer (GWO) imitates grey wolves’ leadership 
structure and hunting actions. Wolves are divided into distinct positions (alpha, beta, delta 
and omega), controlling the search process.

GWO is good at managing a trade-off between exploration and exploitation. Because it 
is simple and has a solid local search ability, it has also been used successfully for different 
optimization problems. But, just like other meta-heuristic algorithms, GWO can also expe-
rience performance issues in spaces with high dimensions and needs fine adjustments of 
parameters to reach the best results. The Artificial Bee Colony (ABC) algorithm is inspired 
by how honey bees search for food through a division into employed bees, onlookers and 
scout bees. They work together to explore and exploit the search space. ABC is espe-
cially praised for its capability to tackle intricate optimization problems with fewer control 
parameters, giving more flexibility and robustness. It successfully handles the issue of get-
ting stuck in local optima using its exploration–exploitation balance. However, ABC might 
converge slower than other algorithms, such as PSO and GWO. Also, its effectiveness can 
change significantly based on the optimization problem it is used for. Even with these lim-
its, the ongoing development and mixing of these algorithms have created better versions 
that work to reduce their natural flaws. This makes them essential tools in optimization 
methods used across many different science and engineering areas.

3  Meta‑heuristic models

Condensing all relevant data and meta-heuristic algorithms into one article becomes 
difficult. The survey compiles the majority of the current meta-heuristic models in 
engineering applications. The list of bio-inspired optimization strategies used to solve 
challenging real-time engineering challenges is fully explored in this section. It also 
covers the advantages and disadvantages of the most modern bio-inspired optimiza-
tion techniques and the operational flow, assessment models, parameter descriptions, 
and advantages and disadvantages. The taxonomy of bio-inspired algorithms utilized in 
various application system types is shown in Table 1. The algorithms chosen for review 
in this study are a well-thought-out assortment that tries to cover the span and intricacy 
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of advancements in bio-inspired optimization methods. Each algorithm’s selection was 
influenced by several important factors, which are listed below:

• Relevance and Impact: Algorithms like Tabu Search, Ant Colony Optimization 
(ACO), Genetic Programming (GP), etc., were chosen because they are widely used 
in academic research and have a significant influence on optimization. They are also 
successfully applied across many fields.

• Inspirations from Different Areas: Bio-inspired phenomena from various fields 
inspire the algorithms. The inspiration from social insects such as bees (like Bee-
Hive Optimization or Bees Algorithm) and ants (such as ACO or Ant Lion Opti-
mization) helped to articulate this survey. Further, the natural dynamics like gravi-
tational forces (for example, Gravitational Search Algorithm) plus river formations 
are shown in specific algorithms such as River Formation Dynamics, among others. 
Every algorithm gives its particular viewpoint on how to solve optimization prob-
lems.

• Novelty and Innovation: This survey selected algorithms like the Coronavirus Optimi-
zation Algorithm (COA), the Horse Herd Optimization (HHO) Algorithm, and the Spi-
der Monkey Optimization (SMO) algorithm because they present a new way of think-
ing in the field, which has recently been shown in the literature. These modern methods 
signify the forefront of bio-inspired optimization research, introducing fresh ideas and 
techniques.

• Performance and Efficacy: The selection criteria also considered algorithms’ perfor-
mance and efficacy in solving difficult optimization problems. Particle Swarm Optimi-
zation (PSO), Firefly Optimization (FO), and Water Wave Optimization (WWO), for 
example, have proven robustness and scalability over a broad variety of applications, 
which makes them notable choices to be reviewed.

• Algorithm Diversity: The survey included most algorithms that imitate different natu-
ral events and living systems. Every algorithm, from animal actions like Harris Hawks 
Optimization or Horse Herd Optimization to ecological changes such as the Great 
Salmon Run and Rainfall Optimization Algorithm, offers a unique viewpoint on opti-
mization inspired by nature.

This study includes a wide variety of algorithms, which aims to give an overall under-
standing of the latest methods in bio-inspired optimization techniques. It also intends to 
highlight their features, ways of measuring performance and real-life impact on optimiza-
tion problems within various fields.

Table  2 presents the comparative analysis of various bio-inspired optimization tech-
niques based on robustness, fast convergence speed, solution capability, stopping criteria, 
success rate, and computational efficiency.

• Robustness: An algorithm’s stability refers to how steady it is in producing the same 
correct and dependable result, particularly when handling various input data sets. The 
survey used a range of test problems designed to reflect different complexities and traits 
to test each algorithm’s robustness. Robustness was measured by checking whether the 
algorithm could consistently find high-quality solutions on different problem sets.
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• Fast Convergence Speed: The term “quickly converging speed” refers to a situation 
where the algorithm can obtain solutions very close to optimal within a few iterations 
or computational time. Convergence speed was evaluated by measuring the algorithm’s 
convergence rate on standard benchmark problems. Algorithms that quickly reached 
the best or nearly the best solutions were seen as those with fast convergence speeds.

• Solution Capability: Solution capability reflects an algorithm’s ability to find high-
quality solutions within a reasonable timeframe. Each algorithm was assigned a task to 
solve benchmark optimization problems. The prime aim for all of them is to discover 
solutions with superior fitness values.

• Capability of Solution: The quality of solutions obtained and their nearness to the 
global optimum were assessed.

• Stopping Criteria: Stopping criteria dictate when an optimization algorithm should ter-
minate its search process. The survey evaluates the efficiency of stopping rules based 
on their ability to control computational resources and maintain solution quality. Algo-
rithms with well-defined and effective stopping criteria were rated favourably in this 
category.

• Success Rate: The success rate measures how well the algorithm can continue to find 
better or equal solutions to different problem instances.

Table 2  Comparative analysis between various bio-inspired optimization techniques

Algorithms Robustness Fast conver-
gence speed

Solution 
capability

Stopping 
criteria

Success rate Compu-
tational 
efficiency

HHO ✓ ✓ × ✓ ✓ ✓
MOA ✓ ✓ ✓ × ✓ ✓
COA ✓ ✓ ✓ ✓ × × 
MHA × × ✓ ✓ × × 
WS ✓ × ✓ × × × 
BWO × × ✓ ✓ × × 
SO ✓ × ✓ ✓ ✓ × 
SMO × ✓ × ✓ ✓ ✓
GOA × ✓ ✓ ✓ ✓ ✓
FBA ✓ ✓ ✓ × × × 
BCO × ✓ × ✓ ✓ ✓
ROA ✓ × × ✓ × × 
DF × ✓ ✓ ✓ ✓ × 
WWO ✓ ✓ × × × ✓
ALO × × ✓ ✓ × ✓
SOS × × ✓ ✓ × × 
EVOA ✓ × × ✓ × × 
GSR ✓ ✓ × ✓ × × 
FPA ✓ ✓ × × ✓ ✓
BA × ✓ × ✓ ✓ ✓
FFO × × ✓ ✓ ✓ × 
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• Success Percentage: The success rate results from applying the algorithm to a typical 
set of problem examples. It shows how often this algorithm could find the best or close-
to-best solutions, which is recorded as a percentage.

• Computational Efficiency: Efficiency in computation is about how well an algorithm 
utilizes computational resources to produce good solutions. Efficiency was evaluated by 
measuring the algorithm’s runtime and memory consumption on benchmark problems. 
Algorithms capable of achieving similar solution quality but requiring less computa-
tional power were referred to as computationally efficient.

By employing standardized methods to assess each algorithm against these criteria 
thoroughly, the comparison shown in Table 2 provides a comprehension of their relative 
strengths and drawbacks. This assists researchers and practitioners in selecting an optimi-
zation technique that best meets their specific needs.

Fig. 2  The sorting process of the HHO technique
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3.1  Horse Herd Optimization (HHO)

The Horse Herd Optimization (HHO) (Awadallah et  al. 2022) is a modern optimisation 
algorithm developed recently for solving complex and multi-objective problems. It works 
based on horse behaviour, like hierarchy, sociability, grazing, imitation, roaming, and 
defence. MiarNaeimi et al. (2021) suggested an HHO technique to provide suitable solu-
tions to big dimensional optimization problems. Here, the computational complexity of 
this optimization is validated and examined by computing the cost of operations. The posi-
tion update is estimated based on sorting the global matrix, as shown in Fig. 2, where the 
sorting of computational cost determines the best and worst states. The key benefits of 
using this technique are increased processing speed, reduced computational cost, and better 
recognition capability. In addition to that, the Uni-modal benchmark functions are utilized 

Fig. 3  Flow of HHO technique
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in this work for parameter sensitivity analysis. Figure 2 shows the sorting process of the 
HHO technique, and its working model is depicted in Fig. 3.

Algorithm 1  Horse Herd Optimization (HHO)

Elmanakhly et  al. (2022) introduced a Binary Horse Herd Optimization (BinHOA) 
technique to perform efficient feature learning in large, medium, and small-scale data-
sets. Here, the Levy flight operator has been utilized to enhance the exploring behaviour 
and strengthen optimization performance. The local search algorithm was incorporated 
with this model to obtain the best optimal solution after each iteration. The Roulette 
Wheel Selection (RWS) algorithm combined with Levy flight improves the overall 
optimization performance. In this study, some other recent optimization techniques are 
compared with the BinHOA technique to evaluate its performance and effectiveness, 
which includes the following existing models:

• Flow Directional Algorithm (FDA)
• Whale Optimization Algorithm (WOA)
• Equilibrium Optimization (EO)
• Dragonfly Optimization (DO)
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Figure 2 shows the working model of the HHO technique, which holds the operations 
of parameter initialization, fitness evaluation, age determination, velocity, and position 
updation.

The HHO technique also starts with the other techniques with the parameter setup (i.e. 
initialization of controlling parameters, maximum number of iterations, and population size). 
Let’s consider the horses can move at each iteration as represented below:

where, A indicates the age of horse that is A = �, �, � , � , k is the position of horse, t indi-
cates the iterations, and ���⃗Ve

t,A

k
 represents the velocity of kth horse. The age of horse is deter-

mined as follows:

• � = More than 15 years.
• � = Age between 10 and 15 years.
• � = Age between 5 and 10 years.
• � = Age between 0 and 5 years.

Based on this factor, the six horse social skills—grazing, hierarchy, sociability, imitation, 
defense, and roam—can be estimated.

3.2  Black Widow Optimization (BWO)

The Black Widow Optimization (BWO) technique is increasingly utilized in many application 
systems to obtain the best optimal solution to solve the given problem with increased conver-
gence speed. This technique could eliminate the inappropriate fitness of the initial populations 
and avoid the local minima. It begins with the process of population initialization, where each 
spider indicates some possible solutions. When breeding, the female BW can eat the male 
BW. The flow of the BWO technique is shown in Fig. 4, which includes the operations of 
population initialization, fitness computation, procreate (i.e. new generation production), can-
nibalism, and mutation. Kumar et al. (2021) suggested the BWO technique for energy-efficient 
scheduling in cloud systems. This technique primarily aimed to obtain an improved QoS by 
allocating the resources based on the optimal solution.

3.3  Mayfly optimization algorithm (MOA)

The mayfly optimization (Zhao and Gao 2020) techniques are mainly used to solve feature 
selection problems, and this method is developed based on the mating process of mayflies 
(i.e. insects). The essential characteristic of this technique is that it incorporates the benefits 
of conventional GA, PSO, and FA. Hence, it is more suitable for handling large dimensional 
datasets. Furthermore, it includes the following processes:

• Movement of male mayflies
• Movement of female mayflies
• Crossover between mayflies
• Mutation of mayflies

(1)H
t,A

k
= ���⃗Ve

t,A

k
+ H

(t−1),A

k
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Initially, the position of male mayflies is initialized as follows:

where, pk+1
i

 and ek+1
i

 indicates the present position and velocity of male mayflies, respec-
tively. Then, its vector is updated as follows:

where, ek
tj
 indicates the velocity of mayfly t with dimension j and time k, pk

tj
 is the position 

of mayfly, s1 and s2 are the positive attraction constants, qc indicates the gravitational coef-
ficient, � denotes the visibility coefficient, pbtj indicates the optimal position mayfly t, and 
gbj is the position of best mayfly. Consequently, the fitness value of mayfly with its optimal 
position is computed as follows:

(2)pk+1
i

= pk
i
+ ek+1

i

(3)ek+1
tj

= qc × ek
tj
+ s1 × e

−�r2
p ×

(
pbtj − pk

tj

)
+ s2 × e

−�r2
p ×

(
gbtj − pk

tj

)

Fig. 4  Working flow of BWO 
technique
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Similarly, the movement of female mayflies is computed as follows:

In this model, the quality of the current solution highly depends on the attraction 
between the male and female mayflies, as represented below:

where, ek
tj
 and rk

tj
 indicates the velocity and position of female mayfly respectively, dmf  rep-

resents the Cartesian distance of male and female mayflies, wc is the random walk coef-
ficient, and d indicates the random value. After that, the crossover between the mayflies is 
estimated as shown below:

where, Os1 and Os2 are the offspring 1 and 2, and aos indicates the stipulated value lies 
between the range of 0 to 1. Then, the mutation is computed by using the following model:

where, u indicates the distributed random value. The working flow of the MOA is shown in 
Fig. 5.

Algorithm 2  Mayfly Optimization

(4)pbt =

{
pk+1
i

if fitness
(
pk+1
i

)
< fitness(pbt)

(5)rk+1
i

= rk
i
+ ek+1

i

(6)ek+1
tj

=

⎧
⎪⎪⎨⎪⎪⎩

if fitness
�
rt
�
> fitness(pt)

qc × ek+1
tj

+ s
2
× e

−𝛿d2
mf 𝜏 ×

�
pk
tj
− rk

tj

�

elseif fitness
�
rt
�
≤ fitness(pt)

qc × ek
tj
+ wc × d

(7)Os1 = aos × male + (1 − aos) × female

(8)Os2 = aos × male + (1 − aos) × male

(9)O�s = Os + u
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Bhattacharya et  al. (2020) suggested a hybrid Mayfly-Harmony Search (MA-HS) 
optimization methodology for solving the combinatorial optimization problem. Here, 
the primary purpose of developing an integrated method is to improve the exploration 
ability of optimization by tuning the parameters. Zheng et al. (2020) investigated the 
performance and effectiveness of using a Heterogeneous Mayfly Optimization (HMO) 
technique for multi-objective problems. Due to its multiple-choice updating behav-
iour, it provides the optimal global solution with increased convergence speed. Hence, 
it is suitable for handling different optimization problems with better performance 
outcomes.

Fig. 5  Working flow of MOA
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3.4  Water Strider Algorithm (WSA)

The Water Strider Algorithm (WSA) (Kaveh et al. 2021c) is a population-based optimi-
zation technique that mimics the behaviour of water striders. In this model, the social 
behaviour patterns of WS (Syah et  al. 2021) are considered for estimating the fitness 
function, which includes the processes of birth, territory establishment, mating process, 
feeding, death & succession, and termination criteria. At first, all striders are randomly 
initialized in the searching space as illustrated as follows:

where, X0

i
 indicates the initial position of ith WS, Ub and Lb are the upper and lower bounds 

respectively, N is the total number of WS, and ri is the random value with the uniform 
distribution of 0 to 1. Then, the objective function is computed for the given optimization 
problem based on the position of WS. Based on the estimated fitness function, the total 
number of WS is sorted and placed in the groups; then, the WS is split into territories 
based on their ranks. During the mating process, the keystone position has been updated in 
each case, as illustrated below:

where, Xk+1
i

 indicates the position of ith WS in kth cycle, ri is the random number lies in 
the range of 0 to 1, V  is the vector, and Av denotes the array vector. The target female is 
selected for mating based on the highest and lowest probability values. The keystone could 
evoke the consumed energy during the feeding stage, and its new position is updated dur-
ing the mating process. It is illustrated as follows:

here, the best cost value Xk
Bc

 of WS is computed according to its current position. If it 
does not identify the food source, the keystone is killed to increase its energy level, and 
a new WS can be replaced by using the following model:

(10)X0

i
= Lb + ri.

(
Ub − Lb

)
, i = 1,2…N

(11)
{

Xk+1
i

= Xk
i
+ V ⋅ riifmatinghappens

Sk+1
i

= Sk
i
+ V ⋅

(
Av + ri

)
Otherwise

(12)Xk+1
i

= Xk
i
+ 2 × ri(X

k
Bc

− Xk
i
)

Fig. 6  WS mating behavior and position updation
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Fig. 7  Flow of WSA
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where, Xk+1
i

 denotes the new position of WS, r is the random value, UBk
j
 and LBk

j
 are the 

upper and lower bounds of WS, respectively. The mating process of WS is illustrated with 
its position update in Fig. 6, and the overall flow of the WSA is represented in Fig. 7.

Algorithm 3  WSA

Kaveh et al. (2020) utilized a WSA to solve complex optimization problems, discuss-
ing the significant purposes of using this optimization technique with its original char-
acteristics. Also, some other benchmark functions have been utilised to validate the 

(13)Xk+1
i

= LBk
j
+ r × (UBk

j
− LBk

j
)

Table 3  Comparative analysis 
based on cost

Techniques Optimal variables Optimal cost

× 1 × 2 × 3 × 4

WSA 0.205 3.470 9.036 0.205 1.724
GA 0.220 3.282 8.470 0.219 1.77
PSO 0.219 3.434 8.433 0.236 1.852
ICA 0.205 3.466 9.034 0.205 1.725
MFO 0.205 3.470 9.036 0.205 1.724
SCA 0.205 3.467 9.048 0.205 1.725
BBO 0.185 4.312 8.439 0.235 1.91
CBO 0.205 3.470 9.036 0.205 1.724
NNA 0.205 3.470 9.036 0.205 1.724
GWO 0.205 3.470 9.038 0.205 1.725
TEO 0.205 3.472 9.035 0.205 1.725
WOA 0.204 3.519 8.959 0.213 1.777
GSA 1.182 3.856 10 0.202 7.879
HHO 0.204 3.531 9.024 0.206 1.731
HS 0.244 6.223 8.291 0.244 0.238
ES 0.199 3.612 9.0375 0.206 1.737
CDE 0.203 3.542 9.033 0.206 1.733
CPSO 0.202 3.544 9.048 0.205 1.728
FGA 0.205 3.471 9.020 0.206 1.72
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objective functions of this technique. The key benefit of using this technique is that it 
efficiently reduces the computational complexity of processing with increased conver-
gence speed. Moreover, the optimal cost of various optimization techniques is validated 
and compared based on the variables’ optimal values, as shown in Table 3.

3.5  Coronavirus Optimization Algorithm (COA)

The Coronavirus Optimization Algorithm (COA) is a recent bio-inspired mechanism 
developed based on coronavirus spreading (Shadkam 2021), where factors such as 
reinfection probability, social distancing measure, super spreading rate, and travelling 
rate have been considered. In this technique, the input parameters are already defined 
according to the disease statistics, so initialising the parameters with arbitrary values is 
unnecessary. Also, it can reach up to the end after executing various iterations without 
fixing the value. It also includes the following processes: generation of initial popula-
tions, disease propagation, population updation, and stopping criterion. Here, the initial 
population is generated based on the random solution, and the number of iterations is 
executed according to the duration of the preset value.

Algorithm 4  Coronavirus Optimization

Majdoubi et  al. (2021) utilized a COA to solve the general combinatorial problem 
with the suitable solutions. The primary purpose of using this technique is to provide 
possible explanations for handling large datasets with a reduced computational process. 
The exact optimum corresponding to the Travelling Salesman Problem (TSP) with suit-
able resolutions is obtained. AI-Betar et  al. (2021) investigated the performance and 
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efficiency of using Coronavirus Herd Immunity Optimizer (CHIO) to solve different 
optimization problems. This work stated that the CHIO is one potent and efficient opti-
mization technique suitable for various application systems. The operational flow of the 
CHIO technique is shown in Fig. 8, which comprises the operations of inspiration, herd 
immunity, population hierarchy, social distancing, population update, and optimal solu-
tion identification.

3.6  Fractal Based Algorithm (FBA)

The Fractal Based Algorithm (FBA) (Aromolaran et  al. 2021) is a continuous optimiza-
tion technique that is mainly used to solve complex optimization problems. In this tech-
nique, the state-space model is partitioned into the fractals, where the constant optimiza-
tion problems are solved iteratively based on the self-similar and fractal shaped structure. 
It provides the best optimal solution by predicting the degree of promise in the state space. 

Fig. 8  Working flow of COA 
technique
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Also, it identifies the optimal function without loss of generality, where the minor changes 
are applied to determine the maximum of continuous operation. Consequently, the optimal 
point is identified by generating the random points, where the minimum of a continuous 
function is obtained in the n-dimensional space. Then, the entire space is split into various 
sequences, and the initial population is randomly generated according to the uniform dis-
tribution function. Next, the current population is estimated with the lowest values, where 
the number of good points from the subspace are extracted. Similarly, the value function is 
also estimated according to the random points, and the fittest point of the new population 
and current population is integrated based on the truncation operation. Finally, the best 
solution is obtained and returned as the output, which is used to select the parameters opti-
mally. Figure 9 shows the general working flow of the FBA based optimization technique.

3.7  Spider Monkey Optimization (SMO)

The Spider Monkey Optimization (SMO) (Sharma et al. 2019) is a recent swarm intelli-
gence-based methodology mainly used to solve complex optimization problems. This algo-
rithm is developed based on the organization and social behaviour of the spider monkeys, 
which works based on their intelligent foraging activities (i.e. fission–fusion) (Elmanakhly 

Fig. 9  Flow of FBA
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et al. 2022). According to the position and postures, the monkeys can share their informa-
tion or observations with other monkeys. It includes the following modules (Singh et al. 
2018). According to the position and postures, the monkeys can share their information or 
observations with other monkeys. It includes the following modules (Sharma et al. 2020): 
initialization, local leader phase, global leader phase, global leader learning, local leader 
learning, and decision phase. Based on these processes, the optimal best fitness function 
is generated that helps to solve the given optimization problems with balanced conver-
gence speed. The SMO technique’s main advantages are balanced exploration and exploita-
tion, increased processing speed, and optimal performance rate with a reduced number of 
iterations.

During initialization, the N number of spider monkeys are initialized with the upper and 
lower bound values as shown below:

where, Ki indicates the spider monkey, Kmnj and Kmxj are the lower and upper bounds of the 
searching space, and U(0,1) indicates the uniformly distributed function ranging from 0 to 
1. Then, the position of monkeys are updated based on the experiences of the local leader 
and group members as represented below;

where, Kij indicates the jth position of spider monkey i, Loctj is the local leader of tth 
group, and U(−1,1) denotes the uniformly distributed random number. After this phase, the 
global leader phase is executed based on the selection probability, which helps to estimate 
the fitness function as shown below:

where, fi is the fitness value and, oi indicates the objective function. Then, the roulette 
wheel selection method is used to estimate the selection probability as shown in below:

Consequently, the position of global leader is updated based on the experience and 
knowledge of group members as shown below:

During the decision phase, all the members in the group have updated their positions 
based on the experience of the global leader as represented below:

Finally, the best optimal solution is estimated according to the position of the global 
leader. The foraging behaviour of SMO technique is illustrated in Fig. 10.

(14)Kij = Kmnj + U(0,1) × (Kmxj − Kmnj)

(15)Knewij = Kij + U(0, 1) ×
(
Loctj − Kij

)
+ U(−1,1) × (Krj − Kij)

(16)FF = fi =

{
1

1+oj
if oi ≥ 0

1 + abs(oj) if oi < 0

(17)Pbi =
fi∑N

i=1
fi

(18)Knewij = Kij + U(0,1) ×
(
Gloj − Kij

)
+ U(−1,1) × (Krj − Kij)

(19)Knewij = Kij + U(0,1) ×
(
Gloij − Kij

)
+ U(0,1) × (Krj − Loctj)
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Algorithm 5  Spider Monkey Optimization (SMO)
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3.8  Newton Meta‑Heuristic Algorithm (NMHA)

The Newton Meta-Heuristic Algorithm (NMHA) (Qin et al. 2018) is a familiar and pop-
ulation-based optimization technique mainly used to solve complex discrete optimization 
problems. Also, it provides an effective solution for handling the different types of issues 
based on the updating rule. For example, it finds the optimum value of the fitness function 
according to the first and second-order derivatives. Here, the iteration is constructed as 
follows:

where, pk+1
i

 and pk
i
 indicates the iterations, f �(pk

i
) and f ��(pk

i
) are the first-order and sec-

ond-order derivative functions of the point. Here, the following numerical assumptions are 
taken:

where t indicates the positive parameter. Similarly, the derivatives are also illustrated as 
follows:

(20)pk+1
i

= pk
i
−

f �(pk
i
)

f ��(pk
i
)

(21)pk
i
− pk

i−1
= t(pk

i+1
− pk

i−1
)

(22)pk
i+1

− pk
i
= (1 − t)(pk

i+1
− pk

i−1
)

Fig. 10  SM foraging behavior analysis
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here, it is assumed as � = pk
i+1

− pk
i
 , and its functions f (pk

i−1
) and f (pk

i+1
) are estimated as 

follows:

Moreover, it includes the populations of best weight value, average weight value, worst 
weight, standard deviation, and several analyses. After initializing the set of populations, 
the objective values are estimated to sort the particles in ascending order. Based on this, 
the position of particles is updated to evaluate the best optimum solution. The key benefits 
of using this technique are increased convergence speed, providing the optimal solution 
with a minimum number of iterations, and handling complex discrete problems. The opera-
tional flow of the NMHA technique is represented in Fig. 11.

(23)f (x) = f
(
pk
i

)
+
(
p − pk

i

)
f �
(
pk
i

)
+

(p − pk
i
)
2

2
f ��(pk

i
)

(24)f (pk
i+1

) = f
(
pk
i

)
+ �(1 − t)f �

(
pk
i

)
+

�2(1 − t)2

2
f ��(pk

i
)

Fig. 11  Flow of NMHA
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3.9  Grasshopper Optimization Algorithm (GOA)

Grasshopper Optimization (GO) (Alsammarraie and Hussein 2020) is also one of the bio-
inspired methodologies that imitate the foraging behaviour of grasshopper insects. In this 
technique (Bhukya and Nandiraju 2020), the searching problem is split into the catego-
ries of exploitation and exploration, in which the search agents can abruptly move during 
exploitation. The flow of the GOA technique is graphically illustrated in Fig. 12, where the 
swarming behaviour of grasshoppers is estimated by using the following model:

where, Pi indicates the position of grasshopper, Di denotes the social interaction, Gi is the 
gravitational force, and Wi represents the advection of wind. Based on this model, the ran-
dom behavior of populations is estimated as follows:

where, r1 , r2 , and r3 are the random numbers [0,1]. Consequently, the social interaction is 
updated as follows:

(25)Pi = Di + Gi +Wi

(26)Pi = r1Di × r2Gi × r3Wi

(27)Di =

n∑
j=1;i≠1

f (cij )̂cij

Fig. 12  Working flow of GSO
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where, cij indicates the distance across the grasshoppers of i and j, and f  is the function of 
social force. The distance is estimated as follows:

Moreover, the function of social forces is updated as illustrated below:

where, a is the attraction intensity, and h is the scale length. By using the unit vector, the 
interaction level among the grasshoppers is estimated as follows:

where,  k indicates the gravitational constant, êc is the unit vector near the midpoint of 
earth, q denotes the constant drift, and êw is the unity vector in the direction of the wind. 
Typically, the grasshoppers can reach their comfort zone fast, and it does not converge to 
the optimum point. Also, the above mathematical models are not directly used to solve 
optimization problems. The following updated equation form is used to get the optimal 
solution for solving the given problems.

where, uc and lc are the upper and lower bounds at dimension c respectively, Ĝc is the tar-
get value at dimension c, and s indicates the decreasing coefficient constant as estimated 
below:

where, smx and smn denotes the maximum and minimum values of the current iteration, and 
m indicates the maximum number of iterations.

Algorithm 6  Grasshopper Optimization (GO)
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3.10  Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) (Gopal et al. 2020) is a stochastic optimization tech-
nique increasingly used in different application systems to solve feature selection problems. 
Due to its increased convergence speed and reduced complexity (Aje and Josephat 2020), 
researchers highly prefer it for solving optimization problems. In this technique, the posi-
tion and velocity of particles are estimated based on the particles’ social and behavioural 
characteristics. Here, the current best particles in the searching space are obtained by 

Fig. 13  Flow of PSO technique
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updating the position of the particles. Other parameters are also required to be adjusted to 
get the optimal solution. The general flow of the PSO technique is shown in Fig. 13.

Algorithm 7  Particle Swarm Optimization (PSO)

3.11  Cuckoo Search Optimization (CSO)

Mareli et  al. (2018) suggested an adaptive Cuckoo Search Optimization (CSO) tech-
nique for solving the multi-objective problems. Due to its global optimization capabil-
ity, the method has been increasingly utilized in many application domains to obtain 
the best global solution. This work has validated and compared other bio-inspired algo-
rithms like PSO, BAT, and SA according to their convergence speed and computational 
efficiency. As shown in Fig. 14, the local and global random walk parameters have been 
estimated using the scaling factor, heavy side function, random permutation, and levy 
distribution function (Yu et al. 2020). The probability distribution function is computed 
with the switching parameter and exponential function. However, the algorithm’s per-
formance was highly dependent on the dynamic value update of the switching param-
eter. Shehab et  al. (2017) investigated the variants and applications of using the CSO 
techniques, which include the following approaches:

• Dynamic Cuckoo Search Algorithm (DCSA)
• Modified Cuckoo Search Algorithm (MCSA)
• Quantum Inspired Cuckoo Search Algorithm (QICSA)
• Adaptive Cuckoo Search Algorithm (ACSA)
• Enhanced Cuckoo Search Algorithm (ECSA)

Moreover, the performance and utilization of these algorithms are assessed in dif-
ferent domains of applications such as medical, clustering, engineering design, mining, 
and benchmarking. Based on this investigation (Joshi et al. 2017), it is analyzed that the 
CSCBOA has been increasingly utilized in many prediction systems compared to other 
optimization techniques like PSO, EA, and DE.
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Rakhshani et al. (2017) suggested a snap-drift cuckoo search optimization technique 
for increased convergence speed and robustness. The learning strategy has been utilized 
to validate the online trade-off between the global and local search operators. Moreover, 
the state-of-the-art optimization techniques are validated and compared in this study 
based on the measures of success ratio, best/worst fitness value, run time, and mean and 
median values.

Fig. 14  Flow of CSO technique
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Algorithm 8  Cuckoo Search Optimization (CSO)

Harris Hawks Optimization (HHO):

• Exploitation: HHO imitates the surprise pounce method of Harris hawks for exploi-
tation by concentrating on moving towards the prey (best solution) through multiple 
phases of cooperative hunting.

• Exploration: The exploration part is improved by the varied tactics used by hawks, 
such as soft besiege and hard besiege. These help to prevent the algorithm from 
becoming trapped in local optima.

• Diversity: HHO maintains diversity by introducing random changes in how the hawk 
acts, making sure that a significant area for search is covered.

Mayfly Optimization Algorithm (MOA):

• Exploitation: MOA blends genetic algorithm principles with particle swarm dynam-
ics. This improves the local search and aims for convergence to find the best solu-
tions.

• Exploration: The dynamics of the swarm and genetic operations (mutation and crosso-
ver) help us thoroughly explore the search space.

• Diversity: The inclusion of GA guarantees genetic diversity, and mayflies’ group behav-
ior sustains varied population dynamics.

Coronavirus Optimization Algorithm (COA):

• Exploration: In COA, the survey considers the exploitation of the search space through 
virus-like spread and mutation, concentrating on intensifying the search in hopeful 
regions.

• Exploration: The infection and mutation processes help the algorithm explore diverse 
search space areas.

• Diversity: The viral mutation mechanism ensures that the population remains diverse, 
preventing premature convergence.



A comprehensive study on modern optimization techniques for…

1 3

Page 33 of 52   194 

Water Strider (WS) Algorithm:

• Exploitation: The WS algorithm exploits the search space by mimicking how water 
striders search for food, emphasizing searching close to water surfaces and intensifying 
the process.

• Exploration: It explores through random walks on water, guaranteeing a thorough 
search area coverage.

• Diversity: The random walks and interactions among water striders help maintain pop-
ulation diversity.

Black Widow Optimization (BWO):

• Exploitation: BWO imitates how black widow spiders act as cannibals, intending to 
remove weaker solutions from the search space and move towards stronger ones.

• Exploration: It can explore various parts by imitating mating and the subsequent off-
spring, bringing fresh genetic content to the population.

• Diversity: Mating and generating offspring guarantees genetic diversity and coverage in 
a broad search space.

Sailfish Optimization (SO):

• Exploitation: SO is using the search space by mimicking the predatory actions of sail-
fish and concentrating on organized hunting techniques.

• Exploration: The algorithm is exploring, much like the sailfish, with its lively and quick 
motion allowing it to search different areas effectively.

• Diversity: The dynamic behavior and interaction among sailfish maintain a diverse pop-
ulation.

Newton Meta-Heuristic Algorithm (MHA):

• Exploitation: MHA exploits the search space through Newton’s laws of motion, 
improving solutions according to their velocities and positions.

• Exploration: Exploring the search space is carried out by adjusting the velocities of 
particles, which helps maintain a wide-ranging search capacity.

• Diversity: The constant adjustments in particle velocities help maintain diversity within 
the population.

Spider Monkey Optimization (SMO):

• Exploitation of Search Space: Here, SMO mimics spider monkeys’ social foraging tac-
tic by exploiting recognized food resources.

• Exploration: It simulates the movement and communication among different monkey 
groups.

• Diversity: The social structure and group interaction ensure a diverse search strategy.

Grasshopper Optimization Algorithm (GOA):

• Exploitation: GOA exploits the search space by imitating grasshoppers’ swarming 
behavior. This enhances exploration near promising areas.
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• Exploration: The algorithm explores by simulating grasshoppers’ random and dynamic 
movement.

• Diversity: The random interactions and swarming behavior maintain population diver-
sity.

Bee Colony Optimization (BCO):

• Exploitation: BCO exploits the search space through simulating a bee-like foraging 
behavior, concentrating its efforts on intensifying the search around potential nectar 
sources.

• Exploration: The algorithm explores by simulating the scout bees’ search for new nec-
tar sources.

• Diversity: The balance between scout and forager bees maintains diversity in the search 
process.

Flower Pollination Algorithm (FPA):

• Exploitation: FPA exploits the search area by copying how flowers are pollinated, 
focusing on local pollination, to better converge towards optimal solutions.

• Exploratory: This is similar to how pollination happens worldwide, with pollen being 
dispersed across the search space.

• Diversity: The combination of local and global pollination ensures diverse solution 
exploration.

Bat Algorithm (BA):

• Exploitation: BA exploits the search space by mimicking bats’ echolocation, focusing 
on better sound wave solutions.

• Exploration: The algorithm explores through a process that mimics bats’ random move-
ment and sound wave emission.

• Diversity: The echolocation and movement strategies maintain diversity within the pop-
ulation.

Firefly Optimization (FFO):

• Exploitation: In this step, FFO imitates the attraction behavior of fireflies by focusing 
on moving towards the brightest (best) solutions found in the search space.

• Exploration: It explores by simulating fireflies’ random movement and light intensity 
variations.

• Diversity: The varying light intensities and attraction mechanisms ensure diverse search 
space coverage.

Figure 15 shows the number of novel or newly developed optimization algorithms with 
their appropriate category from 2020 to 2021. Most newly created meta-heuristics fall into 
evolution/swarm-based algorithms and math/physics-based algorithms, as depicted in this 
chart. In addition, as illustrated in Fig. 16, around 47 original meta-heuristic models have 
been accounted for in 2022 alone. The trend line in this figure, with a coefficient of deter-
mination  (R2) = 0.926, is significantly rising (Rajwar et  al. 2023b). The statistic used to 
assess a model’s fit quality is called  R2. When the trend line’s  R2 value is at or close to 1, 
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it is deemed most trustworthy. The substantial  R2 valuation indicates that the number of 
“unique” meta-heuristic models being developed is rising quickly. The distribution of new 
optimization algorithms in various categories from 2020 to 2021 is shown in Fig. 15. This 
figure mainly divides these fresh meta-heuristics into evolution/swarm-based algorithms 
and math/physics-based algorithms. Evolution/Swarm-Based Algorithms: These algo-
rithms are inspired by how evolution naturally happens in biology and the collective behav-
ior of swarms or groups in nature. For example, Genetic Algorithms (GA), Particle Swarm 

Fig. 15  Number of heuristics based on category

Fig. 16  The cumulative number of meta-heuristic algorithms developed in the past few decades
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Optimization (PSO), Ant Colony Optimization (ACO) and similar strategies copy biologi-
cal evolution and mimic social bird behavior together with fish’ movements as well as ants 
among other living organisms. According to Fig. 15, many newly created algorithms fall 
under this category during this period. This shows us how much interest and innovation 
there remains in techniques using natural occurrences for optimizing processes.

Math/Physics-Based Algorithms: This group contains algorithms from mathematical 
theories, physics principles or physical occurrences. Simulated Annealing (SA), Quan-
tum-inspired algorithms, and algorithms based on concepts such as gravity, electromag-
netism, and thermodynamics are a few examples of this category. The illustration depicts 
how numerous novel meta-heuristics also fit under this kind of algorithm, showing solid 
research work and the use of mathematical plus physical ideas for optimization problems.

The chart shows that these two kinds are most commonly used for creating new meta-
heuristics. This demonstrates the wide-ranging usefulness and success of using methods 
inspired by biology or based on mathematical/physical rules to handle complex optimi-
zation problems. The illustration in Fig. 15 reflects a constant and increasing fascination 
with applying both biological models and mathematical/physical principles for inventing 
and enhancing optimization methods. To conclude, Fig. 15 shows that between 2020 and 
2021, most new optimization algorithms were put in groups like evolution/swarm-based 
and math/physics-based algorithms. This demonstrates ongoing progress and the frequent 
use of these methods within the meta-heuristics area.

Figure 16 is a chart that displays the total number of meta-heuristic algorithms made 
during these past decades, showing how much growth has been in creating these optimiza-
tion techniques. This figure shows data about 2022, and it suggests around 47 new meta-
heuristic models were made in just that year. The line in Fig. 16 that represents the trend 
is going up a lot, shown by its coefficient of determination  (R2) value being 0.926. The  R2 
value is a statistical measure for assessing how well fit a model has been made with data 
points. An  R2 value near to 1 means there’s very high confidence in the reliability of this 
trend line to represent these data points accurately. Context,  R2 value of 0.926 shows that 
the model employed to describe a rising trend in meta-heuristic algorithm development is 
trustworthy and precisely matches real data. The  R2 value is big, showing that many differ-
ent meta-heuristic models are being made. The graph’s trend shows a growing interest and 
constant innovation in meta-heuristics. This shows how people who study or practice this 
field keep trying to find new, good ways to optimize techniques. It is important because it 
shows the active and changing character of meta-heuristic research with more and more 
new algorithms used to solve difficult optimization problems in many areas of study or 
work. Moreover, it shows the gradual rise in meta-heuristic algorithm development during 
these last few decades. There is a significant jump in 2022 that stands out from other years. 
The strong  R2 value of 0.926 shows a dependable and important upward pattern, indicating 
an increasing rate of development in meta-heuristic optimization.

4  Results analysis

This section evaluates and compares the performance and efficiency of different bio-
inspired optimization algorithms using the standard benchmarking functions. Recent opti-
mization techniques include HHO, BWO, MOA, WSA, COA, FBA, SO, SMO, NMA, and 
GOA. Figure 17 shows the comparative analysis of these optimization techniques based on 
their functions, search history, trajectory plots, and average fitness value. Figure 17a shows 



A comprehensive study on modern optimization techniques for…

1 3

Page 37 of 52   194 

Fig. 17  Performance analysis of various optimization techniques (a). Benchmark testing functions (b). 
Search history (c). Trajectory plot, and (d). Average fitness
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the outcomes of optimization methods on a basic group of benchmark functions. The 
results are displayed as final solution quality (for example: minimum value discovered) for 
every benchmark function, emphasizing the capability of each method to navigate through 
various optimization environments effectively. The subfigure of search history shows us 
how the optimization process changes with time, presenting the best solution for every 
iteration and algorithm. This visual aid aids in comprehending algorithms’ convergence 
behavior: it demonstrates how fast they enhance solutions. A sharp decline shows quick 
progress, but a gentler slope might suggest slower coming together or trouble getting out of 
small, best solutions. The trajectory plot subfigure shows the tracks that algorithms follow 
in the search area. When you choose one benchmark function, this plot shows where differ-
ent optimization methods start and how they move to reach their final solution. The trajec-
tory graph helps us see how algorithms explore and use up resources, showing us their path 
through the solution space for finding optimum solutions. The average sub-fitness is the 
typical fitness value every optimisation technique reaches across many attempts. It gives 

Fig. 17  (continued)
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a statistical explanation of performance, displaying the average and scatter of fitness val-
ues. This measure assists in determining how dependable and strong these algorithms are; 
higher consistency demonstrates their capability to discover superior solutions consistently 
during various runs.

Typically, the performance of the optimization technique is determined based on its 
convergence rate and average fitness value. Hence, this analysis examines and compares 
the interpretation of these techniques according to their average fitness value. Moreover, 

Fig. 18  Convergence analysis of various optimization techniques with different benchmark testing functions
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the convergence analysis is demonstrated and represented in a 2D environment, as shown 
in Fig.  18. Next, the search history is estimated to analyze the location history of opti-
mization, where the unimodal test functions are computed to distribute the samples in 
the searching space sparsely. Based on this illustration, the exploitation and exploration 
capabilities of the optimization technique are analyzed. Then, the trajectory is estimated to 
demonstrate the abrupt changes in the optimization. The results show that the swarm-based 
methodologies could eventually converge the points in the searching space. Then, the aver-
age fitness is estimated to analyze the average objective value of the optimization at each 
iteration. Using this analysis, the descending behavior of the optimization techniques is 
validated, which also helps evaluate the accuracy of optimum function generation.

Figure 18 shows the convergence analysis of all optimization techniques based on the 
testing functions, including F1, F3, F5, F7, F9, F11, F21, and F23. The algorithms’ con-
vergence speed and better performance are validated and analyzed based on this analy-
sis. Figure 18 shows the convergence behavior of different bio-inspired optimization tech-
niques applied to several benchmark testing functions. It demonstrates how fast and well 
each algorithm approaches the best solution after some iterations. Each subplot’s conver-
gence curve represents the top fitness value reached by algorithms during time, and steeper 
curves point to quicker convergence rates. For example, in the beginning, algorithms that 
quickly decrease their fitness values show high performance at early stages—they can eas-
ily escape from local optimum points while also focusing on finding global ones. On the 
other hand, algorithms that have gentler slopes might show slower coming together. This 
could be because it is not easy to balance exploring new options and exploiting already 
discovered ones. The comparison of these methods shows us their good parts and weak 
points, helping us understand how effective and dependable they are in solving difficult 
optimization problems on different types of landforms. Similar to that, the scalability of 
optimization techniques is validated to determine whether the methods could handle large-
scale optimization problems. Then, the obtained results are graphically shown in Fig. 19. 
Based on this evaluation, the increased scalability and robustness of the optimization tech-
niques are assessed. Finally, as shown in Fig. 20, the CEC 2015 benchmark test functions 
have been utilized to validate the performance of the optimization techniques. Using this 
box plot, the best optimizer of all testing functions is identified, and the method could sat-
isfy all these measures by having the exploration and exploitation capabilities. According 

Fig. 18  (continued)
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to the analysis, it is observed that the HHO technique provides improved performance 
results over the other optimization techniques. Also, it has an increased ability to handle 
large and complex optimization problems with increased convergence speed and best fit-
ness function.

Figure 20 compares different bio-inspired optimization methods using the CEC (Con-
gress on Evolutionary Computation) benchmark functions. These functions are famous 
for their strict and thorough evaluation standards. Every subplot in the figure shows a dis-
tinct CEC benchmark function, covering many kinds of optimization difficulties such as 

Fig. 19  Objective score estimation of various optimization techniques with different benchmark testing 
functions
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unimodal and multimodal landscapes, separable or non-separable functions etcetera. These 
functions are made especially to test how strong, efficient and adjustable an optimization 
algorithm is when faced with various complicated situations. The performance of every 
optimization technique is shown visually, using measurements like the best fitness value 
reached, convergence speed and reliability in numerous runs. This comparison clarifies 

Fig. 20  Comparative analysis among the optimization approaches based on CEC benchmark
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Fig. 20  (continued)
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which algorithms are best suited for different optimization problems. It also helps us under-
stand what areas they shine in and where their limitations lie. The results are systematically 
compared to each other, as shown in Fig. 20. This type of analysis helps us understand how 
various algorithms perform when dealing with tough CEC benchmarks—making it easier 
to see their effectiveness on complex and diverse optimization tasks.

5  Discussion

This section explores the experiments carried out in this paper, thoroughly examining the 
different optimization strategies used. The survey contrasts these techniques with current 
methods, emphasizing the benefits and drawbacks of each and talking about any particular 
issues found. Harris Hawks Optimization (HHO), Mayfly Optimization Algorithm(MOA), 
Coronavirus Optimization Algorithm (COA), Newton Meta-Heuristic Algorithm (MHA), 
Water Strider Algorithm(WS), Black Widow Optimization (BWO), Sailfish Optimization 
(SO), Spider Monkey Optimization (SMO), Grasshopper Optimization Algorithm (GOA), 
Fractal Based Algorithm (FBA), Bee Colony Optimization (BCO), Rainfall Optimization 
Algorithm (ROA), Dragon Fly Optimization (DF), Water Wave Optimization (WWO), 
Ant Lion Optimization (ALO), Symbiotic Organisms Search (SOS), and Egyptian Vulture 
Optimization Algorithm. The great adaptability and strong global search abilities of these 

Fig. 20  (continued)
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bio-inspired algorithms come from using processes and behaviors found in nature. Their 
natural mechanisms keep population variety, lowering the chance of early coming together 
or convergence, making them good at dealing with complicated optimization areas. But 
there are also some downsides to these benefits: they have high computational complex-
ity and can be quite sensitive to how you set their starting parameters—this may impact 
their performance and speed of convergence. Many of these algorithms, especially the 
ones inspired by nature, need big computational power and time because they could stop 
too early in certain situations like complex or multimodal search spaces. Also, problems 
with scaling can happen, which means it is not easy to use these algorithms on extremely 
large or high-dimension problems. But even when there are difficulties working with them 
due to their demanding nature computationally and possible issues of scalability for very 
large size problems- the survey still recognizes that bio-inspired algorithms have strong 
characteristics like flexibility and consistent performance over a variety of landscapes of 
problem areas which emphasize their importance as effective optimization instruments. 
In the future, more studies could concentrate on enhancing computational efficiency. This 
might include finding new ways to make algorithms quicker and using parallel comput-
ing methods. Also, developing adaptive parameter mechanisms that adjust their qualities 
automatically based on problem complexity or data characteristics would likely improve 
current approaches significantly. Another possible direction for future exploration is to cre-
ate hybrid methods by combining multiple optimization algorithms. These hybrids could 
be designed to use different techniques in a complementary way, with each one compensat-
ing for the limitations of others. They might also incorporate machine learning elements 
that dynamically adapt based on progress made during iterations or available data patterns. 
Such studies can help overcome some of the limitations and further improve these meth-
ods’ efficacy in handling complex optimization tasks across different application areas.

This paper stands out because it concentrates on the most recent developments in 
bio-inspired optimization techniques among a wide range of meta-heuristic algorithms. 
While many reviews could evaluate current methods, this study dives deep into forefront 
research by examining each method’s unique characteristics, optimization properties and 
operational paradigms. The goal is to find groundbreaking ways to solve problems. One 
important aspect is the focus on the growing recognition of how well bio-inspired methods 
can handle complicated engineering issues. The supporting proof from fast convergence 
rates and unmatched fitness scores points to a change in optimization strategies. The paper 
seems to give a lot of comparative analysis. It compares the performance of these new 
methods with normal benchmarks, such as search history, trajectory plots and fitness func-
tions. The aim is to show that these bio-inspired approaches are better than traditional ones 
through this analysis. The decision to concentrate on bio-inspired optimization strategies is 
especially important considering the current situation of fast industrialization, which cre-
ates a strong need for efficient optimization solutions. Using natural happenings to guide 
optimization techniques provides hopeful routes for dealing with increasingly complex 
engineering issues. In general, the paper wants to be like a lighthouse for scientists who 
are looking for fresh answers that come from many natural ways. It shows not only the big 
changes bio-inspired optimizers can make but also points out possible new areas of study 
in coming times to perfect and increase these methods more. Horse Herd Optimization 
(HHO) might be better than other meta-heuristic algorithms because it combines biology 
features and various search methods. Taking ideas from the social activities and hunting 
habits of horse herds, HHO uses the natural abilities shown in group thinking and adjusting 
tactics. By imitating how decisions are made non-centralised, and communication happens 
within horse herds, HHO promotes strong investigation and uses search areas to maximum 
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advantage. HHO also uses different types of search operators and mechanisms. These 
include random exploration, local exploitation, and sharing global information which helps 
it to move around complicated optimization landscapes that are constantly changing. HHO 
has a complex approach that helps find a balance between exploring new solutions and tak-
ing full advantage of promising regions. This assists with quick coming together towards 
optimal or almost perfect solutions. The built-in ability to scale up and the flexible nature 
of HHO make it easy to use in various problem areas and solution spaces. This character-
istic improves its performance compared to other meta-heuristic algorithms, too. In gen-
eral, because of the good combination of biology’s motivation and flexible search methods, 
HHO is strong at handling optimization problems. This makes it a powerful tool for deal-
ing with real-life issues in different areas.

The study has illustrated the wonderful potential and application of bio-inspired optimi-
zation algorithms, yet several open research questions (ORQs) remain that require further 
investigation. By exploring these matters, the survey enhances understanding of these algo-
rithms and their functioning while dealing with complex optimization problems.

• Scalability and Efficiency: The main difficulty is the large computational expense and 
scalability issues related to many bio-inspired algorithms. Future research should focus 
on developing more efficient versions of these algorithms that can handle big-scale and 
high-dimensional problems without significant performance loss. This may involve 
parallel methods, complicated data structures, or mixed techniques combining various 
algorithm strengths.

• Sensitivity of Parameters and Adaptation: Many algorithms show high sensitivity 
towards their starting parameter setups. This characteristic greatly impacts the per-
formance of these methods. For upcoming times, the survey needs to study adaptable 
parameter mechanisms that allow these algorithms to modify their parameters during 
optimization procedure. This can help keep a good balance between exploration and 
exploitation, leading to better convergence rates.

• Premature Convergence: Bio-inspired algorithms are typically robust in problem land-
scapes, but they often deal with premature convergence difficulty. This problem is 
more frequent when dealing with complex or multimodal search spaces. In the future, 
research should focus on producing new ways to cease early convergence by employ-
ing methods such as incorporating mechanisms that boost variability and fresh escape 
tactics that assist the algorithms in steering away from local optima.

• Benchmarking and Comparative Studies: The lack of standardized benchmarking for 
fresh optimization formulas makes it difficult to evaluate their relative performance 
in a broader manner. In the future, research needs to concentrate on establishing a set 
of standard benchmarks and effectiveness measurements. This will create an environ-
ment where comparison becomes simpler when new algorithms are introduced with the 
already existing ones.

• Real-Life Uses: Theoretical progress is very important, but it’s also difficult to use 
these algorithms in real-life situations. Next, studies must concentrate on testing and 
confirming the value of these algorithms in practical scenarios across different fields, 
such as healthcare, logistics, finance, or engineering. This would show how they can be 
applied practically and determine what changes are needed for particular areas.

• Machine Learning Collaboration: A hopeful path for research is linking bio-inspired 
optimization algorithms with machine learning methods. It could be very beneficial 
to study how these algorithms might enhance machine learning models, especially in 
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areas such as adjusting hyperparameters, selecting features, and training the model. 
This could lead to significant improvements in performance and effectiveness.

• Theoretical Foundations: More theory work is needed to understand bio-inspired algo-
rithms’ inner mechanisms and characteristics. A better theoretical understanding can 
help improve algorithms and predict their functioning in different types of optimization 
problems.

• In conclusion, responding to these open research questions will advance bio-inspired 
optimization algorithms. It will enhance their applicability and capacity to resolve 
practical issues. Focusing on these parts can assist future studies in addressing present 
shortcomings and paving improved ways for more robust, quicker, and flexible optimi-
zation methods.

6  Research gap

Even though there have been many improvements, some research gaps still exist in 
the area of bio-inspired optimization techniques. One big gap is the absence of stand-
ard methods for benchmarking. This makes it difficult to compare how well different 
algorithms perform correctly. If there are no universal standards for benchmarking that 
include a variety of test functions, problem situations and performance measurements, 
it becomes hard to evaluate these methods’ effectiveness accurately. Moreover, even if 
bio-inspired algorithms show good results on small to medium-sized issues, they fre-
quently have problems with scalability and computational effectiveness when used for 
huge or real-time optimization problems. This limitation highlights the need for more 
studies on how to improve these algorithms’ scalability and efficiency. It could be done 
by combining them with other optimization methods, enhancing parallel processing 
abilities, or creating new algorithmic structures. Another important gap is the flexibil-
ity of bio-inspired algorithms in changing environments because many current meth-
ods are made for fixed problem situations and might not work well in scenarios where 
optimization conditions alter over time. As the survey explores further into bio-inspired 
optimization, it becomes evident that there are several areas where improvements could 
be made. These include creating more adaptable, scalable and effectively benchmarked 
techniques. This kind of work is important for developing and using these methods in 
complex real-life problems.

7  Conclusion

The primary purpose of this paper is to present a comprehensive analysis for validating 
and examining the performance and effectiveness of using various bio-inspired optimi-
zation techniques. Optimization methodologies are extensively used in all application 
systems, offering the best solutions to specific problems. Here, the standard benchmark-
ing test functions are used to evaluate and compare the results of recent bio-inspired 
optimization techniques, including HHO, BWO, MOA, WSA, COA, FBA, SO, SMO, 
NMA, and GOA. Furthermore, the exploration and exploitation capabilities of these 
optimisation techniques are assessed based on the analysis. In this analysis, the work-
ing model, operating characteristics, advantages, and disadvantages of using different 
bio-inspired meta-heuristic optimization techniques have been discussed recently. Also, 



 S. Selvarajan 

1 3

  194  Page 48 of 52

it presents a complete analysis of the optimization process and its importance and fea-
tures. This analysis shows that the optimization performance depends on the increased 
convergence rate and optimal best fitness score. The results show that the evolutionary 
and swarm-intelligence-based bio-inspired optimization techniques are more suitable 
for solving complex problems, providing intelligent and appropriate solutions for the 
given problem with an increased convergence rate.
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