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ERABiLNet: enhanced residual 
attention with bidirectional long 
short‑term memory
Koteeswaran Seerangan 1, Malarvizhi Nandagopal 2, Resmi R. Nair 3, Sakthivel Periyasamy 4, 
Rutvij H. Jhaveri 5, Balamurugan Balusamy 6 & Shitharth Selvarajan 7,8*

Alzheimer’s Disease (AD) causes slow death in brain cells due to shrinkage of brain cells which is more 
prevalent in older people. In most cases, the symptoms of AD are mistaken as age-related stresses. 
The most widely utilized method to detect AD is Magnetic Resonance Imaging (MRI). Along with 
Artificial Intelligence (AI) techniques, the efficacy of identifying diseases related to the brain has 
become easier. But, the identical phenotype makes it challenging to identify the disease from the 
neuro-images. Hence, a deep learning method to detect AD at the beginning stage is suggested in 
this work. The newly implemented “Enhanced Residual Attention with Bi-directional Long Short-
Term Memory (Bi-LSTM) (ERABi-LNet)” is used in the detection phase to identify the AD from the 
MRI images. This model is used for enhancing the performance of the Alzheimer’s detection in scale 
of 2–5%, minimizing the error rates, increasing the balance of the model, so that the multi-class 
problems are supported. At first, MRI images are given to “Residual Attention Network (RAN)”, 
which is specially developed with three convolutional layers, namely atrous, dilated and Depth-Wise 
Separable (DWS), to obtain the relevant attributes. The most appropriate attributes are determined 
by these layers, and subjected to target-based fusion. Then the fused attributes are fed into the 
“Attention-based Bi-LSTM”. The final outcome is obtained from this unit. The detection efficiency 
based on median is 26.37% and accuracy is 97.367% obtained by tuning the parameters in the ERABi-
LNet with the help of Modified Search and Rescue Operations (MCDMR-SRO). The obtained results 
are compared with ROA-ERABi-LNet, EOO-ERABi-LNet, GTBO-ERABi-LNet and SRO-ERABi-LNet 
respectively. The ERABi_LNet thus provides enhanced accuracy and other performance metrics 
compared to such deep learning models. The proposed method has the better sensitivity, specificity, 
F1-Score and False Positive Rate compared with all the above mentioned competing models with 
values such as 97.49%.97.84%,97.74% and 2.616 respective;y. This ensures that the model has better 
learning capabilities and provides lesser false positives with balanced prediction.

Keywords  Alzheimer’s disease, Magnetic resonance imaging, Enhanced residual attention with bidirectional 
long short term memory, Target-based feature fusion, Modified search and rescue operations

AD is a commonly found neurological degenerative disorder. The occurrence of this disease is more common 
nowadays, which often develops slowly and gets worse with time. It accounts for 60–70% of dementia cases. The 
most prevalent initial sign is the person’s troubled recall of recent events. Language difficulties, confusion, and 
behavioral problems can all be indicators of advanced disease. As a person’s health deteriorates, they frequently 
isolate themselves from friends and family. Body functions gradually deteriorate, which eventually results in 
death. According to Alzheimer’s Disease International (ADI), there are more than 50 million dementia sufferers 
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globally. This number is expected to rise to 152 million by 2050, which translates to one dementia case every 
three seconds. By 2030, dementia is expected to cost $1 trillion annually and will likely quadruple that amount 
at present1.

Alzheimer’s disease in particular is one of the most expensive diseases for nations around the world. These 
expenses will definitely rise and constitute a significant social issue and financial burden as populations’ age is 
higher. Direct and indirect medical expenditures are included in the costs of AD, and these costs differ between 
nations based on the availability of social care for AD patients. Periodical check-ups, hospital stays, medical 
procedures, residential nursing, and household charges are examples of direct costs. The price of informal care 
and the productivity loss of informal caregivers are examples of indirect costs.

The fact that there is currently no effective treatment for AD presents the biggest difficulty for experts in the 
field. Despite this, the available treatments for AD can reduce symptoms or halt their progression. Therefore, 
it is crucial to catch AD in its prodromal stage1, in order to prevent the high care expenses associated with AD 
patients, which are predicted to rise sharply. Computer-Aided System (CAD) is employed for accurate and early 
AD detection. Traditional machine learning algorithms commonly use two types of features, namely region of 
interest (ROI)-based features and voxel-based features, for the early AD diagnosis, more precisely, the measure-
ments heavily rely on the fundamental hypotheses about anatomical or functional abnormalities in the brain, 
including regional cortical thickness, hippocampus volume, and gray matter volume.

The presence of this disease can be recognized by the offset of certain symptoms like declined memory, behav-
ioral changes, disturbance in thinking ability, visuospatial disturbances, and disorientation2. These symptoms are 
often mistaken for stress-related side effects. Thus, they are ignored in most cases. The early detection of AD is 
important because AD can eventually kill the brain cells. The diagnosis of AD is partially possible by recognizing 
these symptoms. But, for complete diagnosis and accurate detection, the biomarkers in the Cerebrospinal Fluid 
(CSF) of the brain have to be identified3. If not cured, AD can lead to dementia which may affect the normal 
functioning of humans4. The main reason for AD is the formation of protein which causes tangles and plaques 
around the brain’s neurons. This leads to the expansion of the ventricles and shrinkage of the hippocampus and 
lobes5. This disease cannot be recovered, if it affects the brain completely. AD permanently disturbs the normal 
life of the people who are affected by it6. Till now, the causative agent of AD remains mysterious. Once this occurs, 
AD can neither be cured nor reversed. AD and normal aging behaviors are often confused by a pre-clinical phase 
of AD called “Mild Cognitive Impairment (MCI)”7.

The initial diagnostic procedure that is adapted to detect AD is the MRI scan. MRI gives details about the 
healthiness of the human body. Since it is a non-invasive technique, it is quite popular and simple8. Also, MRI 
offers rich knowledge and efficient diagnosis of brain-related diseases. There are several improvements in CAD, 
because of the development of medical diagnosis procedures9. Deep learning techniques, along with Computer-
Aided Diagnostic (CAD) systems, together proved to be an effective tool for detecting disease at its beginning 
stage10. CAD-aided MRI has shown efficient results in detecting AD in older people11. The other causes of 
dementia are ruled out by the usage Structural MRI (SMRI) technique, which has the ability to identify damages 
in the brain, while confirming the symptom to be caused due to AD12.

The most commonly used detection methods for AD recognition in the past decades have been based on 
“machine learning approaches”13. Among all the machine learning techniques, “Support Vector Machine (SVM)” 
is the widely remarkable in disease classification. For diagnosing cancer, classifying Electroencephalogram (EEG) 
signals, and detecting AD, SVM is commonly used. Even for remote sensing applications, SVM is utilized14. 
The SVM functions by maximizing the boundary among two classes using a convex Quadratic Programming 
Problem (QPP) for the purpose of finding an ideal hyperplane. Various SVM models are designed to enhance 
the generalizing capability of the SVM15. However, the time required by the SVM to tackle the QPP makes it 
difficult to implement in many applications. The least-square SVM is generated to tackle the time consumption 
issues in SVM.

Traditional approaches rely on manual feature extraction, which is laborious, prone to human error, and 
significantly depends on technical expertise. Therefore, deep learning, particularly, Convolutional Neural Net-
works (CNNs), is a successful method to solve these issues. Additionally with increased efficiency, CNN has 
demonstrated significant performance in diagnosing AD and it does not require manual feature extraction 
because it does it automatically1. Deep learning-based feature mining methods have shown prominent results, 
since it has the capability to obtain both global and local features from the given input, offering a huge volume of 
features to train the neural structures16. Automated extraction of high-level features is possible by deep learning 
strategy. The most adopted deep learning techniques in medical applications are “Recurrent Neural Networks 
(RNN)” , variants of CNN models like GoogleNet, AlexNet, and ResNet17. Yet, these models are utilized only for 
classification purposes, because of the black-box characteristics of CNN models. Even though efficient segmen-
tation of the neuro-images is possible by all these deep learning models, the classification outcomes provided 
by CNN are not up to the mark. Better features help in better learning of the deep learning models. Thus, better 
classification results are obtained18. Therefore, an efficient and automated model for detecting AD using deep 
learning method is deployed in this work.

The use of convolutional and recurrent neural networks (CNN-RNN), traditional biLSTM, and fully stacked 
(FSbiLSTM), DL-based MRI-PET imaging approaches are proposed in the work. This includes fusion of neuro-
imaging features with not only genomics data but also post-mortem of the pathological correlation. The majority 
of current diagnoses use a single imaging modality, and the demand for multimodal imaging has arisen as a 
result of considerable changes in technology in the fields of structural, functional MRI, diffusion, and functional 
imaging19. Automated clinical diagnosis and prognosis have already benefited significantly from these recent 
discoveries, and further rapid advancements leveraging ML and DL techniques are expected.

The objectives of this detection model development are provided as follows.
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•	 To conduct background study and enlighten literature review with existing methodologies of AD detection 
with respect to CAD, machine learning and deep learning techniques.

•	 To propose a novel method called “MSRO-ERABi-LNET” based on deep learning-aided AD detection frame-
work with RAN model and attention-based Bi-LSTM. A RAN network is specially designed by replacing 
the general convolutional layer with atrous, dilated, and DWS convolutions in order to mine the attributes 
from the input MRI images to get the target-based fused features for efficient detection of AD. Also MSRO 
algorithm is used for “tuning the steps per epoch, the epoch count, and number of hidden neurons in the 
ERABi-LNet model” with the aim of enhancing detection performance.

•	 To test and validate the proposed methodology on performance metrics like algorithm evaluation, per-
formance evaluation, convergence assessment, feature-based examination, accuracy and efficiency in AD 
detection.

•	 To compare the performance of proposed methodology with existing techniques such as ROA-ERABi-LNet, 
EOO-ERABi-LNet, GTBO-ERABi-LNet and SRO-ERABi-LNet respectively.

Thus the contributions of the paper can be summarized as follows,

•	 The proposed model of ERABi-LNet provides enhancement of the performance compared with the similar 
deep image neural network models with significant improvements on the performance metrics using search 
and rescue optimization.

•	 The proposed ERABi-LNet employs Alzheimer detection on the patients based on the MRI scan images 
acquired from the patients, where MRI images are more complex than the normal scan and other radiologi-
cal images.

•	 This proposed method deploys search and rescue optimization which is integrated with conventional CNN 
networks which increases the optimization of searching the best solutions, which are features that correspond 
to Alzheimer detection.

•	 The proposed method overcomes the preprocessing overhead (CNN), size and complexity of the models 
(VGG) and other constraints such as error, latency etc. The search and rescue optimization enhances the 
model speed of convergence and performance.

•	 The proposed model provides better performance for a multi-class classification problem , with negligible 
time, space and cost constraints compared to its predecessor models

Contributions of the paper
Thus the contributions of the paper can be summarized as follows,

•	 The proposed model of ERABi-LNet provides enhancement of the performance compared with the similar 
deep image neural network models with significant improvements on the performance metrics using search 
and rescue optimization.

•	 The proposed ERABi-LNet employs Alzheimer detection on the patients based on the MRI scan images 
acquired from the patients, where MRI images are complex over the normal scan and other radiological 
images.

•	 This proposed method deploys search and rescue optimization which is integrated with conventional CNN 
networks which increases the optimization of searching the best solutions, which are features that correspond 
to Alzheimer detection.

•	 The proposed method overcomes the preprocessing overhead (CNN), size and complexity of the models 
(VGG) and other constraints such as error, latency etc. The search and rescue optimization enhances the 
model speed of convergence and performance.

•	 The proposed model provides better performance for a multi-class classification problem , with negligible 
time, space and cost constraints compared to its predecessor models

Paper organization
This paper is further organized as given below, the first part brings the motivation and contribution, of the related 
research. In the second part, the execution of ERABi-LNet for AD detection utilizing MRI images is presented. 
The third part is the development of the ERABi-LNet-based AD detection model from the MRI images. The 
fourth part provides the overall steps in developing the ERABi-LNet-based AD detection model, along with the 
description of the heuristic algorithm. The results and the discussions followed by it are given in the fifth part. 
The conclusion of this research work is provided in the sixth part.

Related works
In 2022, Kwon and Faisal20 have designed a CNN model for extracting relevant biomarkers in order to classify the 
brain images obtained from SMRI. The data was collected from the SMRI brain images was AD Neuro-imaging 
Initiative (ADNI) dataset. Features from various layers were fused to obtain relevant features. The computational 
complexity of this model was lesser, because of the utilization of few parameters. Experimental results showed 
that the recommended model was efficient in diagnosing AD.

In 2022, Tanveer et al.21 have suggested a Deep Transfer Ensemble (DTE) model to classify AD. The varia-
tions obtained by the local optimal solutions, collected from several independent models and the distinctions 
of the features were enhanced by the DTE by means of randomizing the model’s parameters. The proposed DTE 
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framework’s performance was better in both small and larger datasets. The accuracy offered by the suggested 
model in classifying AD was maximum compared with the classical AD classification frameworks.

In 2022, Muhammad et al.22 have used a deep CNN model to classify AD from MRI images. A thermal map 
of the brain was obtained by this model. For a small dataset, this model precisely differentiated various beginning 
stages of AD. This model was built with fewer parameters and provided an inexpensive classification model. The 
imbalance issues in the dataset were resolved by using an oversampling approach. The performance offered by 
this recommended model in classifying the beginning stages of AD was better than other existing techniques.

In 2022, Sharma et al.23 have executed an approach to detect AD at its initial stage. The deep learning model 
was built with a neural network. The features were extracted using the VGG-16 model. Two distinct MRI datasets 
with a huge volume of sample images were utilized to diagnose AD by the developed neural network. Simulation 
outcomes showed better diagnosing ability of the suggested neural network in diagnosing the early stage of AD.

In 2023, Geneedy et al.17 have deployed a shallow CNN in order to accurately stratify and diagnose the vari-
ous stages of AD. The T1 weighted MRI images of 2-Dimension (2D) were used as input to the pipeline model. 
This model provided a precise classification result, and it was faster in operation. This model was also capable of 
providing local and global classification results on AD. The experimental results proved the higher classification 
performance of the developed model compared with other existing AD classification models.

In 2023, Liu et al.24 have utilized two tests for detecting the relevant regions of AD from the brain images. 
The features from these relevant regions were extracted using an unsupervised neural network. The extracted 
features were used to distinguish the AD data by using the clustering technique. This model was evaluated using 
the ADNI dataset.

In 2022, Sharma et al.25 have suggested a deep learning-based feature mining methods. Once the features 
were extracted, a “Fuzzy Hyperplane Based Least Square Twin Support Vector Machine (FLS-TWSVM)” was 
used to classify the AD. For this purpose, they have utilized the 3D MRI image’s sagittal plane slices. The ADNI 
dataset was adopted in this work. The hyperplane was developed by using the triangular fuzzy function in order 
to perform classification. The accuracy obtained by the suggested model in classifying AD was proved to be 
superior to the other existing models.

In 2022, Kumar et al.26 have executed an AlexNet model for extracting the most prominent features from the 
input MRI images to perform an effective classification of AD. This model was able to diagnose AD at the MCI 
level. The “Open Access Series of Imaging Studies (OASIS) Brain” dataset was used to evaluate the developed 
framework by conducting experiments on a huge volume of MRI images. The suggested model recorded better 
accuracy when compared to the predecessors.

In 2023, Borkar et al.27 have suggested a combination of CNN with LSTM to detect AD in its early stages, 
using Adam optimizer algorithm. The features of the brain were extracted from the MRI images. This method 
was cost-effective, with an enhanced detection accuracy of 99.7%.

In 2020, Dua et al.28 have amalgamated Recurrent Neural Network (RNN), CNN, and LSTM for detecting 
AD. The variance of the three models was combined with the utilization of a bagging approach, and then the 
bagged model was fused with the ensemble network to determine the final detection outcomes. An accuracy of 
92.22% was attained in detecting the AAD by using the suggested ensemble model.

In 2023, Ramanathan and Ramasundaram29 have developed an automated detection model for diagnosing AD 
from MRI images using Discrete Wavelet Transforms (DWT) to extract essential attributes. The extracted features 
were reduced with the aid of the Principal Component Analysis (PCA) approach. The final detected outcome 
was obtained from the kernel Support Vector Machine (SVM) with a Whale Optimization Algorithm (WOA).

In 2021, Cilia et al.30 have explored the benefits of determining the dynamic as well as the shape characteristics 
for efficient diagnosing of AD. The characteristics were extracted with the aid of the CNN model. The utilization 
of the dynamic characteristics improved the detection performance.

In 2019, Ahmed et al.31 utilized the SoftMax cross-entropy model for classifying AD. The necessary attributes 
were extracted by means of an ensemble CNN model. A classification accuracy of 90.05% was attained by the 
recommended model.

In 2023, Chabib32 has developed a detection model for AD using CNN with Curvelet Transform (CT) using 
MRI images. The gathered images were pre-processed using CT, and the detection of AD was carried out using 
CNN. The overall accuracy attained by the recommended model was 98.71% ± 0.05%.

In 2023, Dao et al.33 have generated a one-dimensional CNN for classifying AD from online handwritten 
patterns. An efficient data augmentation approach was also determined by investing several existing augmenta-
tion methods.

In 2023, Fabietti et al.34 have designed an Explainable Machine Learning (EXML) technique that detected 
AD at the early stage by utilizing the patterns from the hippocampal and cortical "Local Field Potential Signals 
(LFPs)". Here, the extraction of spectral, temporal, and spatial features took place, followed by the concatenation 
of these features. The concatenated feature was provided to the EXML for classifying AD. Around 99.4% accurate 
detection outcome was provided by the developed model in recognizing AD at an early stage.

In 2023, Miltiadous et al.35 have discovered the "Dual-Input Convolution Encoder Network (DICE-net)" 
for classifying AD from EEG signals. The extraction of coherence, as well as band power features, took place, 
followed by the denoisation of the EEG signals. The classification of AD was done by the DICE-net, which was 
developed by utilizing Feed-forward layers, Convolution, and Transformer Encoder. The accuracy attained by 
the implemented model on classifying AD is 83.28%.

In 2019, Ju et al.36 has introduced a model having the capability to detect AD at the beginning stage using a 
deep learning approach from Resting-state Functional MRI (R-fMRI) images. The detection was carried out using 
the targeted autoencoder. An enhancement of 31.21% was provided by the developed model when compared 
with conventional models in detecting AD.
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In 2019, Afzal et al.37 have introduced a data augmentation-aided transfer learning model for the detection 
AD from unbalanced 3D MRI images. The accuracy of 98.41% and 95.11% was attained on 1D and 3D views, 
respectively. An efficient AD stage detection was performed by the suggested model.

In 2023, Alvi et al.38 have proposed an LSTM model for extracting deep attributes from EEG signals followed 
by AD classification using a sigmoid classifier for detecting AD in its beginning stage. The EEG signals were 
denoised and segmented, the features were extracted, and then the classification stage proceeded. A classification 
accuracy of 96.41% was achieved by the model.

In 2020, Jiménez-Mesa et al.39 have suggested a machine learning model for classifying the multiclass of AD, 
which also addressed the issues in existing classification models. The suggested machine learning model was 
67% accurate in classifying the multiclass detection of AD.

In 2023, Sekhar and Kumar40 have developed a deep learning approach utilizing EfficientNet and UNet to 
detect the AD at the beginning stage.

In 2021, Raghavaiah and S. Varadarajan41 have implemented an AD classification model by utilizing optimal 
Deep Neural Network (DNN). The weights in the DNN model were tuned with the aid of the Enhanced Squirrel 
Search Algorithm (ESSA). An enhanced outcome was obtained from the optimized deep learning-based AD 
detection model.

In 2022, Mahendran and Raj42 have implemented an advanced deep learning model called the Enhanced 
Deep Recurrent Neural Network (EDRNN) in order to detect AD at the early stage by utilizing fused features.

In 2021, Abuhmed et al.43 have implemented a fused model for detecting AD by utilizing multiple deep Bidi-
rectional Long Short-Term Memory (BiLSTM) based feature extraction models. The extracted features were fed 
to multitask-based regression models for predicting AD in an efficient manner.

In 2020, El-Sappagh et al.44 have suggested an ensemble model of Bi-LSTM with CNN for predicting AD 
from multimodal time series data. The extraction of the longitudinal features was carried out by the Bi-LSTM 
and CNN models separately. The extraction of the local features was done by a feed-forward neural network. 
These longitudinal and local features were then fused. for the efficient prediction of AD.

In 2023, Alorf and Usman45 have introduced Graph Convolutional Network (GCN) and Stacked Sparse 
Autoencoder (SSA) models for classifying the multi-classes of AD from the resting-state fMRI images. Classifica-
tion accuracy of 84.03 and 77.13% were achieved by the GCN and SSA models, respectively.

In 2022, Orouskhani, M. et al.46 have proposed a deep triplet model for surface detection of Alzheimer, 
through MRI scan images. The model provided 99.61% of accuracy, which was comparatively better than the 
existing lossy triplet models.

In 2024, De Silva, K. and Kunz, H.47 have proposed a model for prediction of Alzheimer detection, using 
the Convolutional Neural Network. This model provides the accuracy and PRC values of 0.89 and ROC of 0.92.

In 2024, El-Assy et al.48 have proposed a deep learning model that reduced the CNN2 filter size of 5*5 into 
3*3, along with concatenation, which increased the accuracy of these models from 95 to 99.13%.

In 2023, Pradhan et al.49 have proposed a deep learning model for the detection of the Alzheimer. This prob-
lem is multi-classification. The method suffered from false positives, in two of the target classes out of four, such 
as, Mild and Moderately demented.

In 2023, Nagarathna C.R and Kusuma M.M.50 have proposed a deep learning model for the detection of the 
Alzheimer . The model recorded the accuracy of 95.52% and the PRC value of 91.25%. They used CNN model 
for the prediction of the Alzheimer.

In 2023, Chen, Y et al.51 have proposed an advanced approach to enhance image super-resolution reconstruc-
tion by addressing the challenge of feature information loss, inherent in deep neural network-based algorithms.

In 2024, Chen, Y et al.52 have introduced an enhanced image inpainting network designed to overcome the 
challenges of information loss and structure inconsistencies commonly encountered in deep learning-based 
inpainting algorithms.

In 2023, Chen, Y et al.53 have introduced a novel lightweight approach to image inpainting, focusing on 
optimizing restoration quality while accommodating limited processing power on various platforms.

In 2024, Chen, Y et al.54 have proposed DNNAM model, which is a fuzzy based attention mechanism, which 
uses ResUNet.

This model is capable of extracting the multi-scale features, with multi-scale feature attention mechanisms.
Singh, S.et al55 proposed a model using image transformers for detection of pneumonia disease using 

chest-Xrays.
Deep Neural Network (DNN) with back-propagation provided the improved visualization for the mammalian 

systems56 Using DNN the connectivity between temporal lobe structures and the hippocampus, with a triplet 
loss, which can learn this task. With the enforcement of the factorized latent space, reconstruction of the input 
is done . This allows them to beat the state-of-the-art for unsupervised object segmentation on the CATER and 
MOVi-A,B,C benchmarks.

Diffusion Modelling (DM) for the Magnetic Resonance Imaging (MRI) RI) super-resolution (SR) reconstruc-
tion, exhibiting impressive performance, especially with regard to detailed reconstruction as per the proposed 
work57. With the high frequency and low latent space operation, the distortion-less image reconstruction was 
achieved.

The authors58 implemented DeepMend model, which results with simulated fractures on synthetic and real-
world scanned objects, and with scanned real fractured mugs. Compared to the existing voxel approach and two 
baseline methods, this work shows state-of-the-art results in accuracy and avoiding restoration artifacts over 
non-fracture regions of the fractured shape.
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Problem statement
The detection of AD is time-consuming and computationally intensive. Classification provided by doctors is less 
accurate due to human intervention. In recent days, CAD has been mostly used for AD detection, but it is limited 
by congenital observations. Of the previous readings. AD detection approaches with their pros and cons are 
listed in Table 1. CNN1 does not need pre-processing, and it requires a few of variables, thus it is not complicated. 
However, the classification of images is complex, and a lot of training data is required. DTE2 has the capability 
to learn highly complicated patterns from the input images, and it provides high accuracy, but it is not suitable 
for a large number of datasets. ADD-Net3 prevents the class imbalance problem, and it needs fewer calculation 
costs. Yet, it does not achieve desirable results. VGG164 has high computational capacity, and it is used to create 
image embedding vectors. However, it takes a lot of disk space and bandwidth, and it is very slow to train. CNN5 
provides both global and local classification, and it is useful in dealing with data shortages in an unbalanced 
dataset. But, the performance and effectiveness of the prediction process are low. Unsupervised learning6 needs 
only small MRI scans, and the dimensionality reduction can be easily accomplished. FLS-TWSVM7 eliminates the 
outliers, and it is highly effective in high dimensional spaces and it is also relatively memory efficient. However it 
requires more training time, and it does not apply to large datasets. AlexNet8 is used to effectively extract visual 
patterns, and it takes less time to train. However, it cannot effectively solve the problem of gradient vanishing. 
Therefore, a deep learning-based AD detection using MRI is developed for the effective identification of AD.

Research gap

•	 The existing systems focussed mainly on accuracy whereas, the other performance metrics were not evalu-
ated proportionately. This indicates that these works rarely worked on class imbalance and missing value 
imputation.

•	 Hyperparameter evaluation is an essential part of model evaluation, which is essential when handling the 
image classification.

•	 Most of the existing systems had issues with the size of the training data, which is essential to meet the per-
formance requirements and to overcome class imbalance.

•	 For a novel proposed method, there is a huge need for the exhaustive comparison of the proposed model 
or algorithm with the similar working models to ensure that the proposed model or algorithm meets the 
requirements of the classification.

Table 1.   Features and challenges of previously existing ad classification approaches.

Author [citation] Methodology Features Challenges

Kwon and Faisal20 CNN • It does not need pre-processing
• It requires a few variables, thus it is not complicated

• Classification of images is complex
• A lot of training data is required

Tanveeret al.21 DTE
• It has the capability to learn highly complicated patterns 
from the input images
• It provides high accuracy

• It is not suitable for a large number of datasets

Muhammad et al.22 ADD-Net • It prevents the class imbalance problem
• It needs fewer calculation costs • It does not achieve desirable results

Sharma et al.23 VGG16 • It has a high computational capacity
• It is used to create image embedding vectors

• It takes a lot of disk space and bandwidth
• It is slow

Geneedy et al.17 CNN
• It provides both global and local classification
• It is useful in dealing with data shortages in an unbal-
anced dataset

• The performance and effectiveness of the prediction 
process are low

Liu et al.24 Unsupervised learning • It need only a few MRI scans
• Dimensionality reduction can be easily accomplished

• It is computationally expensive
• It provides less accuracy and does not provide precise 
results

Sharma et al.25 FLS-TWSVM
• It eliminates the outliers
• It is highly effective in high dimensional spaces and also 
relatively memory efficient

• It requires more training time
• Processing of large datasets is complicated

Kumar et al.26 AlexNet • It is used to effectively extract visual patterns
• It takes less time to train

• It cannot effectively solve the problem of gradient vanish-
ing

Orouskhani, M. et al.46 Conditional
Deep Triplet

• This model provides accuracy of around 99.61%
• Short learning and deep metric model

• The stability of the model is not analyzed with PRC 
curves and ROC Estimation

DeSilva et al. 47 Convolutional Neural Network
• Experimentation on MIRAD Dataset
• Preprocessing with Mathew Correlation
Co-efficient estimation

• PRC values are 0.89 and the ROC value is only around 
0.92

El-Assy et al.48 Modified CNN and LSTM
• Reduced Filter Size
• Concatenation with accuracy of 99.13%
• Multi-Class classification on AD datasets

• Accuracy was analysed but no emphasis of PRC curve 
and ROC estimation. Lack of sensitivity and specific 
analysis

Pradhal et a.49 Deep Learning Techniques • Multi class classification • Lesser performance due to false positives on two of the 
classes such as Mild and Moderate Demented

Nagarathna C.R et al.50 Deep Learning
Techniques

• Multi class classification
• Multi perceptron Network, Decision Tree,SVM, Random 
Forest are used

• 95.52% of Accuracy and PRC vslues of 91.25%
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Materials and methods
The identification of AD at the beginning will save the life of the patient. The primary diagnosis method for 
detecting the AD is the usage of MRI scan images. However, the detection of the AD from these scan images 
would provide different results that varies with the perception of the radiologist. Also, manual detection of AD 
is time-consuming. So, an efficient AD detection model using deep learning techniques is generated in the paper.

Alzheimer’s disease MRI image collection
The dataset for performing AD detection is obtained through online means. The MRI scan images of the patients 
are gathered from two benchmark websites. A detailed description of the obtained MRI image data is listed in 
Table 2.

The MRI images obtained from the above websites are denoted by CIMRI
il  . These images are given to the clas-

sifier to detect AD. The sample images obtained from the above sources are shown in Fig. 1.

Data preprocessing
Preprocessing of the images is done to enhance the quality of MRI images and remove artifacts that may affect 
analysis. The techniques performed consisted of:

•	 Noise Reduction: Gaussian filtering technique and motion correction is performed to reduce noise and 
improve image clarity.

•	 Intensity Normalization: This helped to provide with consistency across different MRI scans.

Then, augmentation of data is done to increase the diversity of the training dataset, improving the generaliza-
tion ability of the model. The images are modified by rotation, translation, scaling and flipping. After this, feature 
extraction processes are applied. It involves transforming MRI images into a compact and informative repre-
sentation. Texture analysis is performed which involves characterizing spatial patterns and textures within MRI 
images using techniques like gray-level co-occurrence matrices (GLCM) or Gabor filters to capture subtle struc-
tural abnormalities associated with Alzheimer’s disease. Then, feature fusion techniques are performed. Feature 
fusion involves combining multiple sets of features to enhance Alzheimer’s disease identification performance.

Four key metrics stand out in this evaluation process. Accuracy measures the proportion of correctly clas-
sified instances. Precision focuses on the accuracy of positive predictions, gauging the model’s ability to avoid 
false positives. Recall, also known as sensitivity, assesses the model’s capability to identify all relevant instances, 
particularly crucial when avoiding false negatives is paramount. Lastly, the F1 score strikes a balance between 
precision and recall, offering a combined measure of a model’s performance.

Hyperparameter analysis

System model
RAN‑based feature extraction
The attributes from the obtained MRI images CIMRI

il  from various websites are extracted using the RAN model. 
The arrangement of a large number of attention layers constitutes the RAN55. Every single attention layer has 
mask and trunk layers. The mask layers perform differentiable soft attention operations. Let m be the input pro-
vided to the RAN. A mask P(m) that has a dimension similar to the trunk layer’s features D(m) is created by the 
mask layer. The trunk layer has residual blocks. The utilization of the differentiable soft attention mechanism 
helps to train the attention block more easily, and the differentiable operation helps to obtain an automated 
training process. The output is expressed as in Eq. (1).

In Eq. (1), the term n denotes the index of the spatial representation, which has a value n ∈ {1, ...,R ∗ U},l  
denotes the index of the channel, which has a value l ∈ {1, ...,V},V  denotes the height of the frame and U denotes 
the height of the frame. Top-down and bottom-up functions are carried out by the mask layer in order to alter the 
attributes that are obtained from the trunk layer. This acts like a feature selector as it provides weighted attributes 
if the trunk D is multiplied by the mask P . The differentiable capability of the mask amends the gradients while 
back propagation. An inbuilt noise filter is also provided in this network to eliminate the noisy label. The noise 
filter is given by Eq. (2).

(1)Nn,l,k = Pn,l,k ∗ Dn,l,k

Table 2.   AD MRI image dataset’s description.

Sl. No Name of the dataset source Available link Description

1) “Alzheimers-Disease-5-Class-Dataset-ADNI” “https://​www.​kaggle.​com/​datas​ets/​madhu​charan/​alzhe​imers​
disea​se5cl​assda​taset​adni access date: 2023–06-08”

Five classes of AD are provided, which includes LMCI, AD, 
MCI, CN, and EMCI. A total of 1296 files are given

2) Alzheimer’s Dataset ( 4 class of Images) “https://​www.​kaggle.​com/​datas​ets/​touri​st55/​alzhe​imers-​
datas​et-4-​class-​of-​images access date: 2023–06-08”

A file count of 6400 is available. The AD severity such as 
“mild, very mild, moderate, and non-demented” is provided 
in this dataset

https://www.kaggle.com/datasets/madhucharan/alzheimersdisease5classdatasetadni
https://www.kaggle.com/datasets/madhucharan/alzheimersdisease5classdatasetadni
https://www.kaggle.com/datasets/tourist55/alzheimers-dataset-4-class-of-images
https://www.kaggle.com/datasets/tourist55/alzheimers-dataset-4-class-of-images
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In Eq. (2), the term δm indicates the parameter of the mask layer and δj indicatesthe trunk layer parameter. 
From the above Eq. (2), it is seen that the mask layer has the ability to decide whether to keep an incorrect 
attribute from the trunk layer or not. The most crucial attributes are obtained by utilizing the attention layers 
that are stacked against one another. However, the normal stacking operation degrades the performance of the 
RAN. Also, the major characteristics of the attributes generated from the trunk layer can be distorted by using 
soft attention. The H(m) is approximated to the actual attributes W(m) , which is due to the function of residual 
attention learning. The P(m) is in the range [0, 1] . The main function of the mask layer is to improve performance 
and reduce the noises in the trunk layer. The progressive nature of stacked attention layers provides a space 

(2)
∂P(m, δm)Q(m, δm)

∂δj
= P(m, δm)

∂Q(m, δm)

∂δj

Class/ sample 
Image

MRI image 1 MRI image 2 MRI image 3 MRI image 4 MRI image 5 MRI image 6

Dataset 1

AD

CN

EMCI

LMCI

MCI

Dataset 2

MildDemented

ModerateDemented

NonDemented

VeryMildDemented

Fig. 1.   Sample images collected for developing an efficient AD detection model using deep learning technique.
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for residual attention learning. The soft mask can be bypassed using this residual attention learning. This also 
helps to preserve the better qualities in the actual function. Residual attention learning enhances the network’s 
performance by improving the depth of the network. The bottom-up operation of the mask layer helps to gather 
the global details, and the top-down operation fuses the actual function map with the gathered global details. 
Max pooling operation takes place multiple times once the input is provided. After multiple residual blocks, 
the linear interpolation will sample the outputs. The output’s length is maintained as similar to that of the input 
map by keeping the bilinear interpolation as same as the number of pooling functions. To use the RAN model 
for extract the attributes from the input MRI images, the general architecture of the RAN is slightly modified. 
The single 1× 1 convolutional layers in the conventional RAN model are replaced by an atrous convolutional 
layer, dilated convolutional layer, and DWS convolutional layers. These layers help to obtain distinct features 
from the MRI images.

Target‑based feature fusion
The general convolutional layers in the RAN are modified with Artous, dilated and DWS convolutional layers. 
These layers are used to mine the attributes from the obtained MRI images CIMRI

il  . The atrous convolutional 
layer helps to obtain rich inputs attribute maps. The dilated convolutional layer helps to extract the intrinsically 
sequential details from the input image without any additional parameter requirement. The DWS convolutional 
layer obtains accurate attributes from the MRI images without increasing the parameters of the model. The 
obtained features from these three convolutional layers of the RAN model, namely atrous, dilated, and DWS 
convolutional layers, are fused together to get the target-based fused features TFRANxk  . The pictorial illustration 
of the modified RAN architecture for performing target-based feature fusion is shown in Fig. 2. 

Developed ERABi‑LNet‑based AD Identification
The MRI images CIMRI

il  are provided to the ERABi-LNet model for detecting AD. The ERABi-LNet model is 
developed by combining a specially developed RAN structure with attention-based Bi-LSTM. The convolutional 
layers in the traditional RAN are upgraded with atrous, dilated and DWS convolutional layers. From these three 
layers, the attributes from the MRI images are extracted. The mined attributes are concatenated. The “target-based 

Fig. 2.   Graphical illustration of the modified RAN system for target-based feature fusion.
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fused attributes”TFRANxk  are now given to the “attention-based Bi-LSTM” model. The attention-based Bi-LSTM 
is generated by combining the Bi-LSTM with an “attention layer”. The Bi-LSTM44 is a network that has both 
backward and forward LSTM structures. The Bi-LSTM is used because of its ability to learn, bi-directional con-
text relationships and long-term dependencies. It also helps to resolve issues with exploding and disappearing 
gradients. Inputs in both backward and forward directions are provided to the Bi-LSTM. Both the inputs to the 
backward and forward layers are linked to a single layer of output. Each LSTM in the Bi-LSTM structure consists 
of “output, input, and forget gates”. These three gates are responsible for the updation and preservation of the 
LSTM’s cell state. The cell state is determined by the input gate, which is given by Eq. (3).

The prior cell state’s information is preserved by the forget gate, which is given by Eq. (4).

The output from the ceil state is regulated by the output gate which is provided by Eq. (5).

The term σ in Eq. (3), Eq. (4), and Eq. (4) denotes the sigmoid trigger function. The current cell state is 
provided by Eq. (6).

In Eq. (3), Eq. (4), Eq. (5), and Eq. (6), the terms Xm,Xs,Xq and XM denotes the weight matrix, the terms Ym,Ys

,Yq and YM denotes the bias vector, and the term vp denotes the hidden state of the LSTM which is given by Eq. (7).

The term p in Eq. (3), Eq. (4), Eq. (5), Eq. (6), and Eq. (7) denotes the time. Using all these gates, the informa-
tion is stored in the LSTM unit of the Bi-LSTM. The backward and the forward LSTM units are connected in 
parallel. Both LSTMs operate as a conventional LSTM network but in opposite directions. These two opposite-
directional LSTM units aid the Bi-LSTM in preserving both future and past information. The input mp at an 
instant p is handled by both the forward and the backward LSTMs. The hidden state representation of the Bi-
LSTM is given by Eq. (8).

The term uf  in Eq. (8) indicates the weight of the forward LSTM,�vp indicates the forward LSTM’s output,Y  
indicates the bias,ub denotes the weight of the backward LSTM, and 

←
v
p

 denotes the output obtained from the 
backward LSTM. The unnecessary information from the images is discredited by means of the attention28. Thus, 
the identification accuracy of the Bi-LSTM model can be increased using the attention mechanism. Scores are 
provided for every feature based on their significance.

The term Yw in Eq. (9) indicates the bias, and the term v − 1 indicates “prior hidden state”, and the terms 
Xw,Xs and Xv denote the weight vectors that are utilized for training. The attention is determined by Eq. (10).

The weighted summation of the attributes of the images is computed using Eq. (11).

The final detection outcomes are obtained from the attention-based Bi-LSTM network. The detection accuracy 
and precision are enhanced by tuning the variables like “the steps per epoch, the hidden neuron count and the 
number of epochs of the ERABi-LSTM model” using the MSRO algorithm. The major objective of optimizing 
these parameters improve the detection precision, NPV and accuracy and to reduce the FPR. This objective is 
mathematically given by Eq. (12).
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The term AB in Eq. (12) denotes the accuracy, BC denotes the precision, CD denotes the “Negative Predictive 
Value (NPV)”, DE denotes the “False Positive Rate (FPR)”, esERABab  denotes the tuned count of epochs in the range 
[5, 50],heERABcd  indicates the “tuned number of hidden neurons” in the range [5, 255] , and seERABef  denotes the tuned 
steps per epochs which are in the range [50, 250] . The “NPV” is calculated as in Eq. (13).

In Eq. (13), the term BZ denotes the “false negatives” and AX denotes the “true negatives”. The “precision” 
computes as in Eq. (14).

In Eq. (14), the term BX denotes the “false positives” and AZ denotes the “true positives”. The “accuracy” is 
evaluated as in Eq. (15).

The “False Positive Rate (FPR)” is computed using Eq. (16).

The illustration of the ERABi-LNet-based AD detection model is given in Fig. 3.

Overall Steps of Developed ERABi‑LNet‑based AD Identification Model 
with the Description of Heuristic Algorithm
Overall Steps of Developed ERABi‑LNet
The overall steps that take place in the developed ERABi-LNet model for AD detection are given as follows.

(13)CD = AX

AX + BZ

(14)BC = AZ

AZ + BX

(15)AB =
AX + AZ

AX + BX + AZ + BZ

(16)DE = BX

AX + BX

Fig. 3.   Illustration of ERABi-LSTM-based AD detection model.
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1) At first, the MRI images are fed to the “RAN model”.
2) The “RAN model” is developed such that the general convolutional layers of the RAN are replaced by 

atrous, dilated and DWS convolutional layers.
3) Three sets of features are obtained separately from the atrous, dilated and DWS convolutional layers of 

RAN.
4) The extracted features are then fused together.
5) The fused features are given to the “attention-based Bi-LSTM model”.
6) The classification outcome is generated by the attention-based Bi-LSTM model.

Architecture and working
The MRI images are obtained from various benchmark data sources for generating an efficient AD identification 
framework. The gathered MRI images are fed to the executed ERABi-LNet model. In the ERABi-LNet model, 
there are two distinct systems provided. The first one is a RAN, and the second one is the attention-based Bi-
LSTM. The RAN is specially implemented such that it is provided with three types of convolutional layers. The 
general convolutional layer is the RAN is replaced with atrous, dilated and DWS convolutional layers that are 
arranged back to one another. These convolutional layers help to get the appropriate features from the input MRI 
images. The relevant and the appropriate features are extracted by using atrous, dilated and DWS convolutional 
layers of the RAN. The obtained features are then used to perform a target-based fusion of features. The target-
based fused features obtained from the RAN are now given to the “attention-based Bi-LSTM” framework. From 
the attention-Bi-LSTM, the final detection outcome of AD is determined. The efficiency of the AD detection and 
the result accuracy is improved by tuning the variables, such as the “steps per epoch, hidden neurons, and epochs” 
of the ERABi-LNet model using the MSRO algorithm. The result from the developed ERABi-LNet-based AD 
detection framework is compared with other existing AD detection models to evaluate the efficient operation of 
the deployed ERABi-Lnet model in detecting AD. The pictorial illustration of the deployed deep learning-based 
AD detection model is depicted in Fig. 4.

Proposed MSRO algorithm.
Modified Search and Rescue Optimization (MSRO) is a metaheuristic algorithm that takes inspiration from 
the organized efforts of search and rescue teams in emergency situations. It is a variant of the traditional Search 
and Rescue Optimization (SRO) algorithm but incorporates modifications aimed at enhancing its performance 
and efficiency. In MSRO, candidate solutions are represented as a set of search agents, analogous to search and 
rescue teams. Each search agent corresponds to a potential solution to the optimization problem being addressed. 
These solutions are evaluated based on their fitness, which represents how well they satisfy the objectives of 
the problem. MSRO algorithm is used for tuning the variables in the ERABi-LNet-based AD detection model, 
which includes “the number of epochs, the hidden neuron count and the steps per epochs”. These parameters 
are optimized to enhance the accuracy, NPV, and precision of AD detection while reducing the FPR. Because of 
the better performance and the ability to avoid local optimum, the SRO algorithm is selected in this work. The 
random parameter e4 in the traditional SROA is modified using a fitness-based concept in the suggested MSRO 
algorithm to maintain the exploitation and the exploration effectively. The updation of the random number is 
carried out as given in Eq. (17).

In Eq. (17), the term wstft indicates the “worst fitness value”,mnft denotes the “mean fitness value”, and bstft 
denotes the “best fitness value”. The value of e4 in conventional SROA is within the range [0, 1] which is modified 
by using the above Eq. (25) in the MSRO algorithm. MSRO strikes a balance between local exploitation and 
global exploration. It utilizes local search mechanisms to exploit promising regions of the solution space, refining 
the solutions and improving their quality. At the same time, it incorporates mechanisms for global exploration 
to prevent premature convergence to suboptimal solutions. The search process in MSRO continues until certain 
termination criteria are met. These criteria include reaching a maximum number of iterations, achieving a 
satisfactory level of solution quality, or exceeding a predefined computational budget. In the MSRO algorithm, 
methods are employed to systematically explore solution spaces, evaluate fitness, and balance between local 
exploitation and global exploration. Initially, a population of search agents representing potential solutions is 
initialized across the solution space. These agents undergo fitness evaluation based on an objective function, 
guiding their movements through the solution space. Local search mechanisms refine solutions within promis-
ing regions, while global exploration ensures diversity and prevents premature convergence. Adaptation and 
evolution mechanisms allow search agents to dynamically adjust positions, responding to changes in the solu-
tion landscape. Through iterative improvement and parameter tuning, MSRO navigates optimization landscapes 
effectively, converging towards high-quality solutions.

The applications of the MSRO algorithm span across various domains, offering versatile solutions to complex 
optimization challenges. In engineering, MSRO finds utility in tasks such as optimizing design parameters, 
scheduling production processes, and enhancing resource allocation. Logistics and supply chain management 
benefit from MSRO’s ability to optimize routing, inventory management, and distribution strategies. In finance, 
MSRO aids in portfolio optimization, risk management, and algorithmic trading strategies. Telecommunications 
benefit from MSRO’s optimization of network design, spectrum allocation, and signal processing algorithms. 
Additionally, MSRO proves valuable in healthcare for tasks such as optimizing treatment plans, resource allo-
cation in hospitals, and predictive modeling for disease diagnosis and prognosis. Its adaptability, efficiency, 

(17)e4 =
wstft ∗mnft

bstft
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and effectiveness make MSRO a powerful tool for addressing diverse optimization problems across industries, 
facilitating enhanced decision-making and resource utilization.

SROA
The process of locating an individual who is in distress is called searching. The process of providing aid to the 
individual who is in distress and making them feel safer is called rescue. These two processes serve as the back-
bone of the SROA45. The maximization problems are solved by using SROA. The location in which the individuals 
are present represents the optimization problem’s solution count. The clues that are present in these locations 
indicate the fitness of the respective solutions. The members of the rescue team collect clues during the entire 
search process. The existing clues are left behind whenever a new clue is obtained. However, the details on the 
left clue is retained by the team members. The locations in which the unwanted clues are left are stored in A . The 
locations of the team members are saved in B . The location of all the clues that are found while searching for the 
lost individual is stored in G . The clue matrix G is constituted based on B and A . Based on the clue matrix G , the 
generation of the new solution in individual and social searching phases takes place. Both the memory matrix 
A and the position matrix B has the same dimension. These two matrices are of order E × F in which the count 
of the team members is represented by F , and the problem’s dimension is represented by E . At every searching 
phase, the values of the memory matrix A , position matrix B , and clue matrix G are amended. The clue matrix 
is provided in Eq. (18).

Fig. 4.   Pictorial Illustration of the Proposed Deep Learning-based AD Detection Framework.
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The term A1F in Eq. (18) denotes the 1st memory’s location at the Fth dimension and BE1 denotes the Eth indi-
vidual’s location at the 1st dimension. The individual and the team searching phases are obtained as given below.

Team searching.  The locations from which the clues are obtained are used to figure out the lost person in the 
team searching phase. At first, a clue is selected arbitrarily from all the obtained clues. The direction in which the 
search takes place is given by Eq. (19).

The term Ha in Eq. (19) denotes the ath individual’s direction of searching,Ba denotes the ath individual’s loca-
tion, and Gc denotes the cth clue’s location. The term c represents a random variable that ranges from [1, 2E] . Since 
no particular area is searched repeatedly, the movement of the individuals in the team towards other individuals 
in the team is restricted in RSOA. Therefore, not every dimension of Ba are altered on the basis of Eq. (18). A 
binomial crossover function is utilized to perform this function. When the newly obtained clue is better than 
the old one, then the region surrounding the obtained new clue and around Ha is searched. Else, the region sur-
rounding the present location is searched. The team searching phase is represented by Eq. (20).

In Eq. (19), the term Gc,b indicates the cth clue’s location at bth dimension,d(Ba) denotes the fitness Ba,B∗a,b 
indicates the ath individual’s upgraded location at bth dimension,e2 denotes a variable uniformly distributed arbi-
trary variable which varies from [0, 1],d(Gc) indicates the fitness of Gc,e1 denotes a constant uniformly distributed 
arbitrary number within the limit [−1, 1] , and I denotes the parameter of the SROA within the limit [0, 1] . When 
e2 < I , the value of b = br in which br denotes an arbitrary variable in the range [1, F] . These arbitrary variables 
make sure that at least any one dimension of B∗a,b and Ba,b are different.

Individual searching.  The clues obtained from the team searching phase are utilized by the individuals to 
search around their present location in this individual searching section. Each Ba dimension varies. The updated 
position of the ath individual is given by Eq. (21).

In Eq. (21), the term e3 denotes a variable uniformly distributed arbitrary variable which varies from [0, 1] , 
and g denotes a random variable that ranges from [1, 2E] . Whenever an individual’s location reaches the lookup 
area’s boundary, then the location of the individual is amended using Eq. (22).

The term Bmn
b  in Eq. (22) indicates the minimum boundary of the bth dimension and Bmx

b  denotes the maxi-
mum boundary of the bth dimension. The two searching phases takes place in every iteration of SROA. At the 
end of every phase, the fitness is checked with the prior fitness value. If d(Ba) is less than d

(

B∗a
)

 , then the prior 
location is saved in any random location of A . The process of storage of the location in the memory matrix A is 
given by Eq. (23).

The term h in Eq. (23) indicates an arbitrary number of ranges from [1,E] and Ah denotes the hth saved clue’s 
location. Equation (22) is taken as the updated location with the help of Eq. (24).

Time is an important constraint that has to be considered while performing search and rescue. The largest 
lookup region has to be covered within a short duration of time. When no good clues are obtained from the 
present location of the individual, then the individual will move towards a new location in search of clues. A 
parameter known as an “Unsuccessful Search Number (USN)” is set as 0 for every individual if a better clue is 
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obtained in either of the team or individual searching phase. If no better clue is obtained, then the value of USN 
is increased by 1 . The method of determining the value of USN is given by Eq. (25).

The term Ka in Eq. (25) denotes the count of unsuccessful attempts of an individual in obtaining a better clue. 
If K > J is satisfied, then the individual will move toward a random location in search of a better clue. The term 
J indicates the maximum value of USN. The individual’s location in the random lookup area is given by Eq. (26).

In Eq. (26), the term e4 denotes a variable uniformly distributed arbitrary variable which varies from [0, 1] . 
The value of e4 in Eq. (26) is modified using the fitness-based concept provided in Eq. (16). Both terms J and I 
are important control parameters in RSOA. The value of J is in the range [0, 2× Lmx] in which Lmx denotes the 
maximum iteration count and 2× Lmx denotes the maximum searches that are carried out by every individual. 
The value of I is set to be 0.05 , and the value of J is set to be F × 70 . The pseudocode of the MSRO algorithm is 
given in algorithm 2.
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The flowchart for the implemented MSRO algorithm is shown in Fig. 5.

Experimentation, results and discussion
The proposed model used the MSRO algorithm for feature and location optimization. This algorithm finds the 
best solutions that are the features based on the “average”, “worst” and “best” fitness values. The arbitrary fitness 
variable “e4”is estimated based on these fitness values. This is estimated as a product of worst and average fit-
ness to the best fitness value. The fitness evaluation is done between [0 and 1] where the absolute value of e4 is 
checked for the optimal fitness value. Thus the feature approximation increases the accuracy and efficiency of the 
proposed model by reducing the false positives in the trained data. This results in the increase of the performance 
by 2–6% and efficiency of the existing ERABi-LNet model.

The executed AD detection framework was simulated using the “Python paradigm”. The simulation was 
carried out with a “population number” of 10, iteration numbers of 50 and a “chromosome length” of 3. The 
simulated outcome from the deployed ERABi-LNet model was compared with the results obtained from the 
conventional classifiers like LSTM59, “Recurrent Neural Network (RNN)”60, Residual Network (ResNet)61, and 
(Without Optimization)62, and existing algorithms like Rider Optimization Algorithm (ROA)- ERABi-LNet26, 



17

Vol.:(0123456789)

Scientific Reports |        (2024) 14:20622  | https://doi.org/10.1038/s41598-024-71299-1

www.nature.com/scientificreports/

Eurasian Oystercatcher Optimizer (EOO)- ERABi-LNet60, Golden Tortoise Beetle Optimizer (GTBO)-ERABi-
LNet59, SRO-ERABi-LNet63, respectively, in order to prove the efficiency of the generated ERABi-LNet model 
in detecting AD.

Evaluation measures used to assess the deployed AD detection framework
The evaluation measures used to access the deployed AD detection framework are listed as follows.

(a) The Matthews Correlation Coefficient (MCC) is computed utilizing Eq. (27).

(b) The “F1-score” is computed with the aid of Eq. (28).

(c) The False Negative Rate (FNR) is determined using Eq. (29).

(d) The sensitivity is computed with the help of Eq. (30).

(e) The “False Discovery Rate (FDR)” is determined using Eq. (31).

(f) The specificity is evaluated with the aid of Eq. (32).

(27)EF =
AX*AZ - BX*BZ√

(AZ + BX)(AZ + BZ)(AX + BX)(AX + BZ)

(28)FG = 2 ∗ AZ
2 ∗ (AZ + BX + BZ)

(29)GH = BZ

AZ + BZ

(30)HI = AZ

AZ + BZ

(31)IJ = BX

AZ + BX

(32)JK = AX

AX + BX

Fig. 5.   Flowchart of the Executed MSRO algorithm.



18

Vol:.(1234567890)

Scientific Reports |        (2024) 14:20622  | https://doi.org/10.1038/s41598-024-71299-1

www.nature.com/scientificreports/

Performance metrices
Algorithmic evaluation of the performance of the suggested AD detection system
The algorithmic evaluation of the performance of the suggested AD detection system is shown in Fig. 6 and Fig. 7 
for both Dataset 1 and Dataset 2, respectively. By analyzing dataset 1, it is found that the FPR of the recommended 
ERABi-LNet-based AD detection framework is 34.78%, 50%, 59.46%, and 57.14% lesser than the SRO-ERABi-
LNet, GBTO-ERABi-LNet, EOO-ERABi-LNet, and ROA-ERABi-LNet, at a learning percentage of 65%.

Assessment of the performance of the executed AD detection model with traditional classifiers
The assessment of the performance of the executed AD identification system with traditional classifiers is given 
in Fig. 8 and Fig. 9 for the two datasets accordingly. The evaluation of the figure suggests that the precision 
offered by the implemented ERABi-LNet-based AD detection model is 2.17, 4.44, 6.82, and 9.3% superior to the 
ERABi-LNET without optimization, ResNet, RNN, and LSTM classifiers, respectively, at a learning percentage 
of 45 for dataset 1.

ROC Analysis on the executed AD detection framework
The ROC analysis on the executed AD detection system is given in Fig. 10. The figure shows that the “True Posi-
tive Rate (TPR)” value of the executed ERABi-LNet-based AD detection framework is 22.06%, 7.79%, 2.47%, 
and 1.22% more than the existing AD detection models like “LSTM, RNN, ResNet, and ERABi-LNet without 
optimization”, respectively at an FPR value of 0.2 for dataset 2.

Features‑based validation on the performance of the suggested AD detection model with other classifiers
The features-based validation on the performance of the suggested AD detection model with other classifiers 
regarding Dataset 1 and Dataset 2 are provided in Fig. 11 and Fig. 12. The precision of the suggested ERABi-
LNet-based AD detection model is 2.13, 3.23, 4.35, and 5.5% higher than the ERABi-LNet, ResNet, RNN, and 
LSTM, respectively for fused features in case of dataset 2.

Features‑based examination on developed AD detection framework with existing algorithms
The features-based examination of the performance of the developed AD detection framework with existing 
algorithms regarding Dataset 1 and Dataset 2 are given in Fig. 13 and Fig. 14. The accuracy of the developed 
ERABi-LNet-based AD detection model is 6.15%, 5%, 2.99%, and 1.68% more than the ROA-ERABi-LNet, 

(a) (b)

(c) (d)

Fig. 6.   Dataset 1-based Algorithmic Evaluation on the Performance of the Recommended AD Detection 
Framework with respect to “(a) Precision, (b) FPR (c) Accuracy, and (d) NPV.
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EOO-ERABi-LNet, GBTO-ERABi-LNet, and SRO-ERABi-LNet algorithms, respectively for dilated features 
for dataset 2.

Performance validation on proposed AD detection model with conventional classifiers
The performance validation of the proposed AD detection model with conventional classifiers is listed in Table 3. 
By validating .(Table 4)it is seen that the accuracy of the proposed ERABi-LNet framework is 6.25, 4.75, 3.42, and 
2.02% higher than the LSTM, RNN, ResNet, and ERABi-LNetmodels, respectively, for dataset 1. This ensures 
the higher efficiency of the proposed ERABi-LNet framework in detecting AD.

Algorithmic comparison on deployed AD detection framework
The algorithmic comparison of the deployed AD detection framework is provided in Table 5. The evaluation car-
ried out on the performance of the deployed ERABi-LNet framework with other algorithms shows that the NPV 
offered by the suggested ERABi-LNet model is 6.22%, 4.02%, 2.65%, and 1.37% increased than the ROA-ERABi-
LNet, EOO-ERABi-LNet, GBTO-ERABi-LNet, and SRO-ERABi-LNet algorithms, respectively, for dataset 1.

Convergence assessment on suggested AD detection model
The convergence assessment of the suggested AD detection model is shown in Fig. 15 for both datasets. The 
cost requirement of the suggested ERABi-LNet-based AD detection model is 20, 27.27, 33.33, and 38.46% lesser 
than the conventional algorithms like SRO-ERABi-LNet, GBTO-ERABi-LNet, EOO-ERABi-LNet, and ROA-
ERABi-LNet algorithms, respectively, for Dataset 1 at an iteration count of 20. Thus, the enhanced convergence 
rate suggested is proved by this assessment.

Statistical report of the implemented AD detection model
The statistical report of the deployed AD detection model is provided in Table 6. The median value of the executed 
ERABi-LNet-based AD detection model is 26.37%, 17.26%, 7.55%, and 5.97% decreased than the other exist-
ing algorithms, such as ROAERABi-LNet, EOO-ERABi-LNet, GBTO-ERABi-LNet, and SRO-ERABi-LNet, for 
dataset 1.

Fig. 7.   Dataset 2-based Algorithmic Evaluation on the Performance of the Recommended AD Detection 
Framework with respect to to “(a) Precision, (b) FPR (c) Accuracy, and (d) NPV”.
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Confusion matrix examination of the executed AD detection model
The confusion matrix analysis of the executed AD detection model for “Dataset 1 and Dataset 2” is shown in 
Fig. 16. While analyzing the confusion matrix, which is obtained by plotting the FPR against True Positive Rate, 
it is seen that with decreasing TPR and FPR, the “accuracy” of the executed AD detection model is increased. 
The enhanced accuracy provided by this ERABi-LNet-based AD detection model is proved by analyzing the 
confusion matrix.

Discussion
The results of the proposed work are compared with the existing systems in order to understand the importance 
of the proposed method. The work presented by authors64 indicates that voxel training with 3D CNN under 
transfer learning provided the best possible accuracy for AD. The proposed work presented 90.62% accuracy for 
ResNet-50, 93.52% accuracy for the ResNet-102 and 96.88% of accuracy for the ResNet-18 model. The proposed 
work outperformed the accuracy of this work by 1%. The work presented by65 used Alzheimer Detection nework 
with SMOTEOMEK, where both the oversampling and undersampling are applied. This proposed work even 
after class balancing by over and undersampling provided the accuracy of 97.05%, which is even slightly lesser 
when compared with the proposed results.

A new deep networks-based AD detection system called MSRO-ERABi-LNET in which the RAN layer is 
replaced by atrous convolution, dilated convolution and DWS convolution. These convolutional layers helped 
in mining the attributes from the input MRI images. The application of the image data mining is done in the 
MRI images. The attention based Bi-LSTM structure has the approximated target based concatenations . The 
ERABi_LNet provides enhanced accuracy and other performance metrics with the better sensitivity, specificity, 
F1-Score and False Positive Rate compared with all the above mentioned competing models with values such as 
97.49%0.97.84%,97.74% and 2.616 respectively. This ensures that the model has better learning capabilities and 
provides lesser false positives with balanced prediction.

These enhancements improved the efficiency of the model training and deployment. The experimental out-
comes showed that the model paramaters such as accuracy, precision, recall, f1 score, false positive rate and false 
negative rate pf the ERABi-LNet model was 2–6% more than the LSTM, RNN, ResNet, and ERABi-LNet models. 
This clearly shows that the addition of the three convolution layers as transformation layers and the attention 
seeking Bi-LSTM structure at the input has successfully enhanced the overall performance of the model , when 
compared with the predecessors.The various challenges were imposed on the proposed model such as,

Fig. 8.   Dataset 1-based Assessment of the Performance on the Implemented AD Detection Model with 
Traditional Classifiers in terms of “(a) NPV, (b) Precision, (c) Accuracy, and (d) FPR.
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Challenges

•	 The model needs to concatenate the input which increases the complexity of the model with the integration 
of the model especially the integration of the RAN with Bi-LSTM for attention seeking at the input side.

•	 The increase of the convolution layers also increases the training time reducing the speed of the model66.
•	 Trade-off between the accuracy, efficiency and precision is the real challenge in the detection of AD. The 

complexity of the architecture definitely would compromise any one of the above requirements67.
•	 This model requires high computing infrastructure, enhanced memory for data processing and the model 

development time is also more than the predecessors68.

(a) (b)

(c) (d)

Fig. 9.   Dataset 2-based Assessment of the Performance on the Implemented AD Detection Model with 
Traditional Classifiers in terms of “(a) NPV, (b) Precision, (c) Accuracy, and (d) FPR”.

(a) (b)

Fig. 10.   ROC Analysis on the Executed AD Detection Framework regarding “(a) Dataset 1, and (b) Dataset 2”.
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Fig. 11.   Dataset 1-based Performance Validation of the Suggested AD Detection Model-based on the Extracted 
Features when compared against Other Classifiers with respect to “(a) Precision, (b) FPR, (c) F1-score, (d) 
Specificity, (e) Sensitivity, (f) Accuracy, (g) MCC, (h) NPV, (i) FDR, and (j) FNR”.
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•	 Multi- class classification generally challenged by false positives around one class, which develops a bias in 
the model that affects the performance of model development and the prediction69.

•	 Experimental analysis of the proposed system is not conclusive, because the model is never tested and 
deployed on various image and pattern recognition data. The proposed model needs to be applied in various 
implementation scenarios to really understand the merits of the same.

Outcomes of the research

•	 Inspite of the slow convolution and processing the model provided elevated performance with 2–6% increase 
on the relevant metrics.

•	 The statistical evaluation of the proposed model is also measured as comparatively better than the other 
models such as LSTM, RNN, ResNet, and ERABi-LNet models.

•	 Batch Size, Epochs and other hyperparameters are tuned to provide optimal performance of the model with 
a suitable learning rate also.

•	 The same model can be used for various images datasets such as EEG, Brain MRI imaging etc., which proves 
the adaptability and flexibility of the model design

•	 Training and validation errors are minimized in MSRO method to provide optimum performance and error 
handling capabilities.

•	 The proposed work provides the balanced predictability across various classes, which is really an impressive 
feature for a multi-class classification problem.

•	 The proposed work may be utilized for treating the patients with Unmanned Arial Vehicle (UAV)70,71 and 
multi-path sensing networks72,73 can be useful for patient diagnosis74 and treatment.

•	 The proposed work may also be applied for sustainable application such as water quality analysis and 
evaluation75 with interpretable design solutions.

Conclusion
A new deep networks-based AD detection system called MSRO-ERABi-LNET was proposed. At first, the MRI 
images were given to the RAN structure in which the general convolutional layer was replaced by atrous con-
volution, dilated convolution and DWS convolution. These convolutional layers helped in mining the attributes 
from the input MRI images. The extracted attributes were fused together to obtain the target-based attribute 
concatenations. These target-based attribute concatenations were given as input to the attention Bi-LSTM struc-
ture. The parameters in the ERABi-LNet were optimized using the newly implemented MCDMR-SRO algorithm. 
The identified AD was obtained from the attention-Bi-LSTM model. Various simulations proved the efficacy 
of the proposed ERABi-LNet framework. The experimental outcomes showed that the accuracy offered by the 
ERABi-LNet model was 6.25, 4.75, 3.42, and 2.02% more than the LSTM, RNN, ResNet, and ERABi-LNet mod-
els. Thus, the implemented system proved to be effective, accurate, efficient, and precise in detecting AD at the 
beginning stage itself. However, it was noted that the incorporation of RAN in the Bi-LSTM structure has added 
extra weights and parameters to the detection model. This results in the requirement of more training time for 
developing this model for AD detection. The requirement of resources and the memory space for processing the 
provided data is also more in this method. All these drawbacks will be overcome by developing an even more 
efficient deep learning approach in the future. Also, instead of utilizing the MRI image alone, a multi-modal 
detection model for detecting AD and accurately classifying it from any input, such as EEG images, handwrit-
ten patterns, and so on, will be implemented in the future. The limitations of the proposed work along with the 
future enhancements are listed below.

Fig. 11.   (continued)
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 12.   Dataset 2-based Performance Validation of the Suggested AD Detection Model-based on the Extracted 
Features when compared against Other Classifiers with respect to “(a) Precision, (b) FPR, (c) F1-score, (d) 
Specificity, (e) Sensitivity, (f) Accuracy, (g) MCC, (h) NPV, (i) FDR, and (j) FNR”.
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•	 The performance of the AD detection is evaluated on the moderately sized dataset, whereas the similar 
performance on large datasets would be more challenging, if there are increased false positive present in the 
data.

•	 The trade-off between the accuracy and efficiency would also be greatly challenged, in case if we have class 
imbalance and also introduce dropout layers, that could certainly reduce the efficiency.

•	 In case of multi-class classification false positives could further affect the accuracy of the model.
•	 The impact of the feature engineering could not be felt on datasets that acquire fewer number of features.

The proposed work can be enhanced with the following perspectives in the future implementations such as,

•	 The model has only been deployed on the publicly available datasets, which are not certain in determining the 
actual potentiality of the model in real life scenarios. Hence the model must be evaluated under the real-life 
datasets, with human intervention.

•	 The model provided better accuracy than the predecessors, but still measured with false positives in some of 
the classes, which needs to be addressed by enhancement of performance with hyperparameter evaluations.

•	 Large scale pattern analysis and recognition can be incorporated with GAN assisted neural networks for the 
exploration of the unknown patterns of Alzheimer’s disease. The usage of autoencoders and discriminators 
provide diversity on the disease and the pattern analysis.

•	 Large language models can also be used for the prediction with search optimization with text based tokens 
acquired from the medical report of the patients for the comprehensive prediction of the Alzheimer’s disease.

(i) (j)

Fig. 12.   (continued)
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Fig. 13.   Dataset 1-based Performance examination of the developed AD Detection Framework with Existing 
Algorithms in terms of “(a) NPV, (b) Precision, (c) MCC, (d) F1-score, (e) Accuracy, (f) FNR, (g) Sensitivity, (h) 
FDR, (i) Specificity, and (j) FPR”.
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Fig. 13.   (continued)
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Fig. 14.   Dataset 2-based Performance examination of the developed AD Detection Framework with Existing 
Algorithms in terms of “(a) NPV, (b) Precision, (c) MCC, (d) F1-score, (e) Accuracy, (f) FNR, (g) Sensitivity, (h) 
FDR, (i) Specificity, and (j) FPR”.
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Fig. 14.   (continued)

Table 3.   Performance Validation Of The Proposed Ad Detection Model With Conventional Classifiers.

Metrics/ Classifiers LSTM32 RNN33 ResNet34 ERABi-LNet35 MSRO-ERABi-LNET

Dataset 1

NPV 91.603 92.901 94.118 95.405 97.335

Precision 91.672 92.999 94.182 95.470 97.398

MCC 0.833 0.859 0.883 0.909 0.947

F1-Score 91.661 92.968 94.166 95.450 97.374

Accuracy 91.638 92.950 94.150 95.438 97.367

FNR 8.351 7.063 5.850 4.570 2.651

Sensitivity 91.649 92.937 94.150 95.430 97.349

FDR 8.328 7.001 5.818 4.530 2.602

Specificity 91.626 92.963 94.150 95.445 97.384

FPR 8.374 7.037 5.850 4.555 2.616

Dataset 2

NPV 91.549 92.714 94.002 95.294 97.317

Precision 91.851 93.150 94.280 95.560 97.432

MCC 0.834 0.859 0.883 0.909 0.947

F1-Score 91.818 93.027 94.223 95.491 97.413

Accuracy 91.702 92.935 94.143 95.429 97.376

FNR 8.215 7.097 5.834 4.578 2.607

Sensitivity 91.785 92.903 94.166 95.422 97.393

FDR 8.149 6.850 5.720 4.440 2.568

Specificity 91.617 92.967 94.119 95.436 97.358

FPR 8.383 7.033 5.881 4.564 2.642

Table 4.   Hyper parameter analysis of ERABiLNet.

Sl. No Name of the dataset source Symbol Description

1) Learning Rate α
This is the measure of the number of attempts the model needs to update itself during the error when the weights are reassigned. 
It is a crucial parameter in model checking for the deep learning models

2) Batch Size
−
[b} This is the enhancement of the training, by dividing the training data into several batches for optimizing the training process

3) Number of the Hidden Units H A hidden layer is a layer that handles transformation of data and processing layers between the input and the output layer. These 
are essential for the enhancement of the training and development of the model

4) Number of the Epochs E The number of Epochs indicates the number of cycles required to train the model efficiently. The validation error is the measure 
of the training efficiency. The epochs may be increased, if the validation error is more

5) Number of the Layers L The number of layers increases the convolution of the model. The increase in the number of the middle layer increases the 
performance and efficiency of the model. A Three-layer model performs much better than a two layer model

6) Momentum β
Momentum is a byper parameter in deep learning model, that accelerates the Gradient Descent function with the fraction of the 
previous update of the model with the current update
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Table 5.   Algorithmic comparison of the developed AD detection framework.

Metrics/ Algorithm ROA-ERABi-LNet 29 EOO-ERABi-LNet 30 GTBO-ERABi-LNet 31 SRO-ERABi-LNet 25
MSRO-ERABi-
LNET

Dataset 1

Precision 91.690 93.571 94.840 96.068 97.398

FPR 8.358 6.469 5.190 3.953 2.616

F1-Score 91.686 93.591 94.844 96.053 97.374

Specificity 91.642 93.531 94.810 96.047 97.384

Sensitivity 91.683 93.610 94.848 96.037 97.349

Accuracy 91.663 93.571 94.829 96.042 97.367

MCC 0.833 0.871 0.897 0.921 0.947

NPV 91.635 93.570 94.818 96.015 97.335

FDR 8.310 6.429 5.160 3.932 2.602

FNR 8.317 6.390 5.152 3.963 2.651

Dataset 2

Precision 91.941 93.774 94.923 96.236 97.432

FPR 8.275 6.395 5.219 3.868 2.642

F1-Score 91.822 93.668 94.855 96.159 97.413

Specificity 91.725 93.605 94.781 96.132 97.358

Sensitivity 91.704 93.563 94.786 96.081 97.393

Accuracy 91.714 93.584 94.784 96.106 97.376

MCC 0.834 0.872 0.896 0.922 0.947

NPV 91.482 93.388 94.640 95.973 97.317

FDR 8.059 6.226 5.077 3.764 2.568

FNR 8.296 6.437 5.214 3.919 2.607

Fig. 15.   Convergence Assessment of the Suggested AD Detection Model in terms of “(a) Dataset 1, and (b) 
Dataset 2”.
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Data availability
The datasets used and/or analysed during the current study are available from the corresponding author on 
request.
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