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Ensemble machine learning 
framework for predicting maternal 
health risk during pregnancy
Alaa O. Khadidos 1,2, Farrukh Saleem 3, Shitharth Selvarajan 4,5*, Zahid Ullah 6 & 
Adil O. Khadidos 7

Maternal health risks can cause a range of complications for women during pregnancy. High blood 
pressure, abnormal glucose levels, depression, anxiety, and other maternal health conditions can 
all lead to pregnancy complications. Proper identification and monitoring of risk factors can assist 
to reduce pregnancy complications. The primary goal of this research is to use real-world datasets to 
identify and predict Maternal Health Risk (MHR) factors. As a result, we developed and implemented 
the Quad-Ensemble Machine Learning framework to predict Maternal Health Risk Classification 
(QEML-MHRC). The methodology used a vacxsriety of Machine Learning (ML) models, which then 
integrated with four ensemble ML techniques to improve prediction. The dataset collected from 
various maternity hospitals and clinics subjected to nineteen training and testing tests. According 
to the exploratory data analysis, the most significant risk factors for pregnant women include high 
blood pressure, low blood pressure, and high blood sugar levels. The study proposed a novel approach 
to dealing with high-risk factors linked to maternal health. Dealing with class-specific performance 
elaborated further to properly understand the distinction between high, low, and medium risks. All 
tests yielded outstanding results when predicting the amount of risk during pregnancy. In terms of 
class performance, the dataset associated with the “HR” class outperformed the others, predicting 
90% correctly. GBT with ensemble stacking outperformed and demonstrated remarkable performance 
for all evaluation measure (0.86) across all classes in the dataset. The key success of the models 
used in this work is the ability to measure model performance using a class-wise distribution. The 
proposed approach can help medical experts assess maternal health risks, saving lives and preventing 
complications throughout pregnancy. The prediction approach presented in this study can detect high-
risk pregnancies early on, allowing for timely intervention and treatment. This study’s development 
and findings have the potential to raise public awareness of maternal health issues.

Keywords Maternal health risk, Machine learning, Ensemble machine learning, Pregnancy complications

Common pregnancy-related problems include maternal depression, obesity, diabetes, high blood pressure, and 
anxiety. According to the World Health Organization, a woman dies every two minutes because of high blood 
pressure or any other pregnancy-related  complications1. This fact emphasizes the risk that women face their 
pregnancy, which can lead to miscarriage or other complications during the postpartum period. It is critical 
to monitor the data generated in separate phases of pregnancy from various perspectives. Fortunately, there 
are computational tools that can help detect hidden patterns and predict the most common risk factors. For 
example, predictive modeling, natural language processing, pattern recognition, and image processing are major 
computing techniques that can be used to analyze the data collected during the pregnancy. Previous research 
has demonstrated that various maternal variables affect women’s health and can lead to pregnancy  instability2. 
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Obesity, for example, in women may increase the risk of gestational diabetes, which needs proper professional 
care and  medication3. Furthermore, obesity can cause preeclampsia, which can lead to other complications 
such as high blood  pressure4. Furthermore, other medical-related concerns such as age, heart rate, and body 
temperature can endanger the pregnancy and the lives of both the mother and the child. As a result, it is critical to 
check for symptoms of disease at every stage of  pregnancy5. To ensure a healthy and safe birth, those risk factors 
must be addressed early on, appropriate medications administered, and all precautions taken in accordance 
with the expert guidance.

On the other hand, computer scientists are exploring several strategies to control this problem by utilizing 
data supplied by health agencies. In this regard, patient data, demographic data, medication lists, and patient 
behavior all play a significant role in the development of computing models. Machine Learning (ML) is a field of 
Artificial Intelligence (AI) that presented multiple solutions by finding significant relationships between patients’ 
health records and pregnancy risk  factors6,7. ML approaches can predict the best delivery  mode8, prediction of 
premature  birth9, and lower the maternal mortality  rate10. The wide range of ML algorithms allows to use health-
related datasets including health symptoms  data11,12, disease  epidemiology13, ultrasound  reports14, and prenatal 
medical  imaging15 for different purposes. The broad scope of ML algorithms, their capacity to uncover hidden 
patterns in datasets, and their ability to classify and forecast future transactions, make them an attractive tool 
for use with health-related datasets.

The research explored the use of predictive models for maternal health risk factors. The model implemented 
using two alternative approaches: standard and ensemble machine learning. The goal was to create a novel 
framework that could deal efficiently with accuracy, robustness, flexibility, and the bias-variance trade-off. 
Ensemble techniques, in particular, can perform better on complicated data with multi-class target variable and 
imbalanced classification of various categories. The proposed model can produce reliable results in terms of 
accuracy, stability, and avoiding overfitting problems, by combining multiple models’ capabilities. Furthermore, 
while dealing with a multi-class classification problem, the model’s performance must be appropriately evaluated. 
To evaluate the model’s performance, two evaluation metrics used in this study: micro and macro weighted scores. 
This enables for the handling of class imbalances (to minimize bias towards larger classes), overall performance 
measures (to understand the model’s general efficacy), and equal importance to all classes (ensures that the 
performance on smaller classes not overshadowed by performance on larger classes).

The main objective of this paper is to propose a fusion of state-of-the-art ML algorithms on the maternal risk 
factors dataset to predict the risk associated with pregnancy. The framework that can help the medical experts 
to understand the level of maternal risk associated with a specific case based on the patient’s health history. 
The framework used combination of traditional and ensemble approaches to improve the performance, and 
to overcome issues like overfitting and class imbalances. Previous research employed ML algorithms to create 
a range of intelligent systems for discovering hidden patterns in medical images and other types of  datasets7. 
Another research has found that heart rate, blood pressure, blood glucose level, and body temperature are 
common risk factors for maternal  health16. As a result of the current development, appropriateness, and efficacy 
of the ML algorithm in predicting risk associated with pregnancy, this study developed an integrated framework 
QEML-MHRC that uses both traditional and ensemble ML techniques to predict risk during pregnancy. The 
research makes the following contributions to this field of study:

• Exploratory data analysis presented using a variety of ways to highlight the major qualities and correlations 
between the attributes.

• A novel QEML-MHRC framework for training machines utilizing classic ML algorithms like Decision Tree 
(DT), Random Forest (RF), Gradient Boosted Trees (GBT), and K-nearest Neighbor (KNN) by incorporating 
four ensemble techniques including Boosting, Bagging, Stacking, and Voting.

• As the problem addressed in this study is related to a multi-class attribute, the performance of the models 
evaluated using multi-class metrics. To do this, we first measured the evaluation criteria such as precision, 
recall, and F1 separately for each class, and then employed “Overall and Weighted” computations to 
understand overall performance.

• Analyzing performance using class breakdown status is a suitable measure, particularly for imbalanced 
classes. According to our understanding, this strategy was not used entirely in previous work on the same 
 dataset16. The model performance for each class is significant when reviewing the overall performance of a 
multi-class dataset.

• A comparison of the machines trained in this study provided to demonstrate the effectiveness of the proposed 
work in this research.

• The results of this study clearly demonstrate the potential for dealing with complex dataset by reducing 
overfitting and improving accuracy.

• The number of strategies used in this study emphasizes the research’s originality because they had not 
previously been used on a similar dataset.

In this study, a novel QEML-MHRC framework proposed for predicting maternal health risk during 
pregnancy. In comparison to conventional machine learning methods, it offered a number of novel features and 
developments. Firstly, the integration of multiple models provided a comprehensive analysis of the generated 
results. The number of techniques used for data analytics demonstrates a strong understanding and relationship 
between various aspects. In addition, micro and macro weighted scores used in this work to address the multi-
classification problem. In future, the suggested system can give customized risk assessments based on individual 
patient data. Finally, cross validation and other specific factors applied with various techniques to increase model 
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performance. The findings of this study would be incorporated with decision-making system for healthcare 
practitioners.

Overall, this study focuses on one of the most important concerns affecting the lives of women and newborns, 
attempting to answer the question, “How can we predict the risk associated with pregnancy that can save women’s 
lives, smooth childbirth, and reduce postpartum complications?” The remainder of the paper structured as 
follows: The next section discusses the most relevant work. “Materials and methods” section summarizes 
the materials and techniques. “Implementation of the Proposed Framework” and “Results, discussion, and 
comparison” sections address the suggested framework’s implementation and results, respectively. Finally, the 
last section analyzes the study’s findings and future directions.

Research background
The implementation of ML algorithms to medical data offers multiple answers to various health  sectors17–19. 
The application of ML algorithms on healthcare industry offers a substantial amount of work in performing 
tasks such as diagnosis, treatment, patient care, and other operational efficiencies. Machine learning algorithms 
can give successful solutions in a variety of applications, including predictive analytics for various diseases, 
patient monitoring systems, disease identification automation, and the development of preventative and curative 
programs. Furthermore, the employment of machine learning techniques can aid in the discovery of a variety 
of solutions, such as risk assessments, treatment plans, drug discovery, and proper resource allocation. Table 1 
depicts the application of ML algorithms in suggesting solutions for the healthcare industry.

This study addresses the concept of creating an optimal prediction model for maternal health risk. Several 
complications have been identified that can lead to major health concerns for the mother and child. For instance, 
gestational diabetes is a kind of diabetes that develops during pregnancy and results in an increase in blood 
glucose  levels30. In addition, high blood sugar levels can lead to a number of complications, including the birth 
of overweight babies or premature  birth31. Preeclampsia is another type of health condition that commonly 
develops in the middle of pregnancy and can harm the kidneys and blood sugar  levels32. Other symptoms of 
preeclampsia include high protein levels in the urine and  hypertension33.

Several studies have been published in this field to highlight various prenatal  concerns2, including placental 
accrete, spontaneous abortion, preterm birth, and others. This impacts the number of complications and health 
issues that a woman may experience during her pregnancy. A tree-based optimization technique used with 
95.2% accuracy to identify issues associated with placental  invasion34. Another study suggested that blood 
pressure, blood sugar, and calcium levels might be used to predict the existence of  preeclampsia35. Another 
 study36 employed machine learning techniques to present the issues associated with maternal health. The study 
emphasizes on the significance of pregnancy dangers and how to lower mortality rates in this condition.

The key aspect of this research is how to deal with maternal health risks. Another research highlighted the 
same issue by working with multiple datasets from the Bangladesh  region37. The study focused on pregnancy-
related difficulties for both the mother and the child. The linear regression model used for prediction, with several 
evaluation criteria, including root mean square error. When applied to given dataset, the model performed well, 
with an RMSE of 0.70. It also helped limit population growth and significant risks. Another study on the same 
topic presented the situation in the United States, revealing relatively high maternal death rates when compared 
to other developed  countries38. The study discovered that diseases affecting the cardiovascular system had a 
significant impact on maternal fatalities.

A study in rural Pakistan examined 7572 records of pregnancies and their outcomes. The study projected a 
fatality incidence of 238 per 100,000 pregnancies, with obstetric hemorrhage as the major cause. Furthermore, 
poverty, a lack of healthcare facilities, and a shortage of qualified birth attendants are major contributors to an 
increase in maternal  mortality39. In the  literature40, machine learning models such as linear regression, random 
forest, and gradient boosting used to predict the MHR using public data collected from Kaggle. Blood pressure, 
blood glucose level, body temperature, and other variables are being investigated. The random forest model 
achieved 86% accuracy with a tenfold cross-validation strategy, while the LightGBM outperformed with 88% 

Table 1.  Machine learning implementation on health datasets.

References Application Dataset ML Techniques Performance
20 Sentiment Analysis of COVID-19 Tweets Tweeter Adaptive Neuro-Fuzzy Inference System Accuracy: 0.916
21 COVID-19 Patient Health Prediction Novel Corona Virus 2019 Dataset, Kaggle Random Forest Accuracy: 0.94
22 Chronic Diseases Detection Model Kaggle Decision Tree Accuracy: 0.978

23
Medical Diagnosis UCI Multilayer Perceptron Accuracy: 0.975

Heart Disease Prediction IEEE Data port CART Accuracy: 0.875
24 Sentiment Analysis of COVID-19 Tweets Twitter ABCML-SA Accuracy: 0.983
25 Heart Disease Detection Kaggle Decision Tree Accuracy: 0.90
26 Diabetes disease detection Indian Demographic and Health Dataset Random Forest Accuracy: 0.99
27 Kidney Disease Prediction Kaggle LightGBM Accuracy: 0.99
28 Cervical Cancer Disease Prediction UCI XG Boost Accuracy: 0.94

29 Sentiment Classification for Healthcare 
Tweets Tweeter Bagging with KNN Accuracy: 0.888
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accuracy. The study underlines that using machine learning models to predict MHR can deliver better outcomes, 
thereby assisting health practitioners in lowering maternal mortality rates.

Previous work used variety of machine learning algorithms to categorize maternal health risk factors as low, 
medium, or high depending on certain  characteristics16. This study conducts a comprehensive examination of 
MHR variables to assess the level of risk associated with pregnancy. The chosen dataset comprised variables 
such as blood pressure, heart rate, age, blood sugar level, and others. To forecast the risk factor and evaluate 
the accuracy, the authors used a Logistic Machine Tree, Naive Bayes, and other algorithms. To measure the 
prediction performance for multi-class variables, the study employed just accuracy as the assessment metric. If 
the class variable (risk level) is a multi-class attribute, it must be evaluated using multi-class problem-specific 
criteria. As described in the literature, in a multi-classification problem, weighted precision, recall, and F1-score 
are significant evaluation metrics to quantify the model’s prediction accuracy in addition to class-wise precision, 
recall, and F1-score41. As a result, our study employed a similar dataset to predict MHR levels while addressing 
the issues raised in this section. Furthermore, multi-class evaluation criteria used to assess risk level classification 
and model performance. The following section describes a detailed description of the chosen dataset, attributes, 
machine learning methodologies, and proposed QEML-MHRC model.

Materials and methods
Overview of proposed framework
This section explains the overall methodological approaches employed in this study to predict MHR, as depicted 
in Fig. 1. We employed a variety of exploratory data analysis approaches to provide a thorough overview of the 
data, including the number of attributes, minimum and maximum values for each factor, description, correlation, 
and explanation using various visualization methods. In the second stage, a variety of preprocessing techniques 
applied to prepare the dataset for QEML-MHRC implementation. Finally, the proposed model implemented 
utilizing various ML and quad-ensemble techniques, as described in the following sections.

Practical and managerial implications of proposed work
Machine learning techniques used extensively in the healthcare industry for the analysis of vast amounts of data. 
It has various advantages when using machine learning algorithms to a maternal health risk dataset. Practically, 
the approach can assist medical practitioners in enhancing maternal and fetal health outcomes. Early and precise 
prediction can lead to prompt interventions, resulting in fewer difficulties for both mother and child. As discussed 
in this study, various other disorders, such as high blood sugar, obesity, and high blood pressure, may develop 
in the future if the situation is not professionally managed. Based on the findings of this study, physicians can 
improve monitoring and personalized care plans for patients who are at substantial risk during pregnancy. 
Furthermore, predictive modeling tools can assist healthcare practitioners in allocating resources more effectively 

Fig. 1.  Research methodology.
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by identifying high-risk patients. Medicine, nursing staff, and other equipment might be assigned based on the 
probable patient’s condition.

Enabling preventive measures based on prediction results may decrease the likelihood of serious health 
conditions, therefore reducing overall healthcare expenses. The proposed ML framework can be used for a variety 
of purposes. Predictive performance can improve diagnostic and treatment capabilities. The study presents the 
relationship between many features, which can establish a link between crucial blood pressure and sugar ranges 
and low or high risk. Different tests can help a health practitioner uncover pregnancy risks early on. Proper 
treatment and care can assist to lower the mortality rate and other complications.

In addition to the practical implications, the proposed work provides various managerial benefits. Predictive 
data can help hospital management plan strategies and manage resources and personnel more effectively. The 
identification of potential risk factors would result in the development of and updating of policies and guidelines 
for patients. Conducting informative seminars and delivering awareness campaign are some other benefits can 
be achieved through the outcomes of this study. In addition, the findings can encourage higher authorities to 
design training programs for medical personnel to keep them up to date on the most recent advances in the field 
of maternal healthcare. The framework can be integrated with an existing health information system to collect 
and analyze data in real-time using machine learning algorithms.

The study also underlines the importance of healthcare management ensuring that patients’ data is managed 
ethically and confidentially. However, continuous monitoring and validation of predictive models can enhance 
overall accuracy and reliability over time. Moreover, a collaborative environment can be created in which multiple 
health organizations can share their findings for guidance and support. It may also help to refine the model with 
feedback from multiple organizations. Finally, investing in such a system can result in long-term benefits in terms 
of resource allocation, personnel development, improving preventive care guidelines, and lowering death rates. 
The appropriate balance between cost and technology management can eventually bring various health benefits 
to the patients as well as learning for the medical staff.

Dataset overview and exploratory data analysis
The research problem addressed in this study is related to women who encountered difficulties during their 
pregnancy. To address this issue, we proposed a model that can help doctors and medical practitioners to reduce 
the number of deaths and complications. The open dataset used in this work for model implementation collected 
from several hospitals in Bangladesh and is available  online42.

The dataset contains seven distinct features, including a class variable that indicates the level of risk associated 
with pregnancy. Table 2 discusses every attribute in detail. Six independent factors representing a variety of a 
patient’s health issues considered to determine the level of risk (dependent variable), which further classified into 
three categories: Low Risk (LR), Medium Risk (MR), and High Risk (HR). The dataset contains a total of 1014 
patients, with an average age of 30 years. Furthermore, Table 2 depicts the descriptive analysis of the variables 
using minimum, maximum, mean, and standard deviation (SD). Overall, blood sugar (BS) levels range from 
6 to 19, with upper and lower blood pressure (BP) values ranging from 70 to 160 and 49 to 100, respectively.

In addition, Fig. 2 shows the number of patients in each class. According to the image, the dataset contains 
multi-class target attributes, which means that the model’s performance should be evaluated accordingly. The 
sample size was determined to be sufficient for developing ML models capable of predicting maternal health risks 
for pregnant women and categorizing them based on various medical factors available in the dataset.

Figure 3 illustrates the relationship between independent variables and the target column. The analysis shows 
the total number of high-risk transactions for each attribute. For example, Fig. 3a reveals that patients aged 25 to 
35 are at high risk, with almost 90 of the 1014 patients in the database falling into this age range. Furthermore, as 
shown in Fig. 3b, nearly 200 people are at high danger, with body temperatures ranging from 98 to 99. Figure 3c 
clearly shows that most pregnant women experienced difficulties with blood sugar level ranging from 7.5 to 12. 
Low and high blood pressures, on the other hand, are among the critical variables that may cause substantial 
problems during this period, as depicted in Fig. 3d and f.

This analysis also shows why MHR classified as low, medium, or high are not just based on a single feature. 
It influenced by age, blood pressure, body temperature, and blood sugar levels. However, all factors have been 
identified as significant and must be examined and monitored throughout the pregnancy. Based on the statistics, 
we can conclude that high blood pressure, low blood pressure, and high blood sugar levels are the most important 

Table 2.  Descriptive statistics of dataset.

Attribute Description Min Max Mean SD

Age The age of the patient at the time of pregnancy 10 70 29.87 13.47

Systolic BP The upper reading of blood pressure 70 160 113.19 18.40

Diastolic BP The lower reading of blood pressure 49 100 76.46 13.86

BS Blood sugar reading 6 19 8.72 3.29

Body temp Body temperature of the patient 98 103 98.66 1.37

Heart rate Hear beats per minute 60 90 74.30 8.08

Risk level Target class: to identify the level of risks [LR: 406, MR: 336, HR: 272]
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risk factors for pregnant women. As a result, more than 260 of the 272 high-risk cases had difficulties associated 
with these characteristics. These statistics can assist doctors guide their patients correctly.

Furthermore, the correlation test performed to statistically validate the number of attributes in the selected 
dataset, with the results shown in Fig. 4. The correlation test, in particular, is important for identifying the 
relationship between variables and the impact of a single factor’s change on other elements in the dataset. The 
results demonstrated a substantial link between various variables and the dataset associated with each variable. 
The correlation analysis reveals that the body temperature attribute is negatively correlated with almost all other 
features except heart rate. In addition, attributes such as Systolic BP and Diastolic BP is correlated negatively 
with body temperature and heart rate only. Apart from that, all features are associated with one another and can 
be used for classification problems as well as MHR prediction using ML.

Data preprocessing
Finally, prior to QEML-MHRC implementation, we examine the dataset’s validity from several perspectives. As 
a result, various data preparation techniques used with the Rapid Miner (RM) tool. First, we double-checked 
the dataset to see if there were any missing values that might be modified. Second, an experiment conducted to 
identify outliers using the Euclidian distance function. Based on the distance computation using the k nearest 
neighbor approach, this distance function indicates the number of outliers in the provided dataset. The results of 
the outlier detection approach revealed that the dataset had no outliers, as shown in Fig. 5. Furthermore, different 
normalization techniques, such as z-transformation and range transformation, used to find the optimal QEML-
MHRC framework implementation. Some attributes, in particular, include more than two decimal values, which 
have been eliminated for easier comprehension and reading of the dataset. The dataset already had specified 
classes for each transaction; therefore, no data labeling or further data transformation procedures were required, 
and it was ready to employ the proposed framework.

An overview of machine learning approaches
Decision tree (DT)
The decision tree (DT) is a prominent classification technique that is effective for analyzing data by segmenting 
it into tree-based structure. It is widely used, simple to apply, and particularly effective for classification and 
forecasting. Researchers and practitioners have recently employed this method for a range or purposes, including 
healthcare decision  analytics43, medical  data44, and predicting low-birth weight  babies45. To investigate the 
possibility of improving the MHR prediction percentage, the DT algorithm integrated with ensemble approaches 
such as boosting, bagging, stacking, and voting.

Gradient boosted trees (GBT)
GBT is the next model employed in this study because of its wide implementation and applicability on medical 
 datasets46. This is another example of a classification and regression decision tree model. This algorithm, which 
generates new predictions based on prior predictions, is also known as the forward learning ensemble approach. 
GBT is often used to predict class variables in medical  datasets47,48, demonstrating its effectiveness. As a result, 
this classifier used in the study to predict MHR values based on variety of factors.

Fig. 2.  Number of patients per class in the dataset.
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Random forest (RF)
Random forest (RF) is another supervised learning technique capable of performing classification and regression 
tasks. This collective strategy, also known as the ensemble approach, has the advantage of simultaneously 
training and integrating multiple models into a single tree. The bagging or voting approach with random trees 
is frequently used in this  algorithm49. This strategy combined with a number of approaches, including bagging, 
boosting, voting, and  stacking50. This method used numerous times on the medical dataset dealing with diverse 
 challenges50,51. The model initially used as an independent model in this investigation, utilizing the RM tool. 
Secondly, the experiment repeated using different ensemble methodologies to improve prediction performance.

Fig. 3.  Number of patients per class in the dataset. (a) Age with high risk, (b) body temp with high risk, (c) BS 
with high risk, (d) diastolic BP with high risk, (e) heart rate with high risk, (f) systolic BP with high risk.
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k‑nearest neighbor (KNN)
The KNN algorithm is a supervised classification algorithm that can be utilized as an ML approach. The k closest 
neighbor method involves comparing unknown data to k training examples. The measurement of distance used 
to match a specific example to the closest training  example52. Because the dataset used in this study was of mixed 
type, the “Mixed Euclidean Distance” method was used to calculate the distance. The dataset predicted using 
KNN, both with and without ensemble methods. The classifier’s performance explored further in the results 
section.

Bagging—first ensemble method
Bagging, an ensemble technique used in this study that can include multiple classification models. The working 
scenario of this technique is based on bootstrapping, which divides the initial data set into many training 
datasets known as  bootstraps53. The primary reason for diving the datasets is to produce numerous models, 
which may subsequently be integrated to produce a strong learner. The experiment conducted with the MHR 
dataset using RM tool. Because the learner models in each sub-process will differ, this type of operator is known 
as an embedded operator.

Boosting—second ensemble method
Boosting is a machine learning ensemble strategy that combines multiple models to get an effective model. 
AdaBoost (adaptive boosting) is a boosting technique that can be applied in conjunction with a variety of learning 

Fig. 4.  Correlation analysis of features in the dataset.

Fig. 5.  Outlier detection analysis in the dataset.
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algorithms. AdaBoost implementation in the RM tool is known as a meta-algorithm, and it can complete the 
process by including another algorithm as a sub-process. It runs and trains multiple models before combining 
weak learners to generate a single strong learner, which requires additional computation and execution  time54. 
AdaBoost mostly used to examine the efficiency and precision of decision-making models with and without 
boosted approaches. The results and discussion section examines the overall analysis and effectiveness of the 
model.

Stacking—third ensemble method
Stacking is a technique for combining many models of several types to improve prediction performance. Stacking 
learning is based on multiple models rather than a single model. It is also known as a stacked generalization 
since it enables the combination of multiple classifiers in a single  operation55. Stacking, as opposed to bagging 
and boosting, introduces a novel idea of ensemble learning by training the model with several classifiers and 
using a meta-learner for final  output56. Because of its superior learning process and performance, the stacking 
technique applied in a variety of applications, including earthquake  prediction57, cancer images  classification55, 
and network intrusion  detection58.

The Rapid Miner tool employs a method that is divided into two parts: (i) the Base Learners and (ii) the 
Stacking Model Learner. In this work, the primary purpose of stacking is to conduct an assessment by integrating 
several models and to improve MHR predictions. We used a variety of base learners and meta-learners to 
evaluate, analyze, and compare the performance of various classifiers. We employed different scenarios to create 
the stacking model, picking four models (GTB, RF, DT, and KNN) as the base learners and one as the stacking 
learner model. The experiment repeated iteratively, with the stacking learner model replaced each time.

Ensemble method 4: voting
This ensemble method combines multiple machine-learning algorithms into a voting procedure. The voting 
method involves learning classifiers to vote by majority (for classification) and average (for regression). Finally, 
the class that received the most votes or average will be  predicted59. The “Vote” function uses sample data 
from the input node to generates a classification model. The prediction approach employs a majority voting 
mechanism, with each classifier casting votes using the “Vote” operator. The unknown example will receive the 
most votes in each situation. The voting ensemble method combined with a variety of classifiers. To discover the 
most appropriate response, we conducted three voting trials, each with a different classifier. The following ML 
classifiers were employed in each experiment: Experiment 1 (GBT, DT, RF, and KNN), Experiment 2 (RF and 
GBT), and Experiment 3 (GBT, RF, and DT). The outcomes of each model are discussed in the results section.

Implementation of the proposed framework
This study conducted several experiments to predict maternal health risk utilizing several variables. The 
proposed work completed on a LENOVO Think Pad with an Intel Core i7 processor running at 2.80 GHz (8 
CPUs) and 32 GB of RAM. In addition, the experiment conducted using the RM Studio tool, which is an open-
source platform developed specifically for machine learning, deep learning, and data science  activities60. Scholars 
from all over the world have utilized the tool extensively for ML model implementation and  validation61–64 
particularly on healthcare industry  datasets65,66. The dataset discussed in the prior section entirely loaded into 
RM tool. The dataset contained seven attributes, with one class variable and the remaining were independent 
variables.

MHR classification using individual ML model
To reduce delays in obtaining live data, the dataset imported into the RM repository. The RM tool provides the 
ability to directly load data and recover it later using the “Retrieve” operator, which has been renamed “MHR 
Dataset” as illustrated in Fig. 6. In the second stage, the “Multiply” operator used to create several copies of the 
dataset. The dataset then sent on to the “Cross Validation” process. We employed a tenfold cross-validation 
strategy, which is well-known for giving each transaction in the dataset an opportunity to be a part of the training, 
testing, and validation process. Furthermore, the k-fold validation strategy used several rounds by partitioning 
the dataset into k subsets and using one subset for testing and the remaining for training. As a result, k-fold cross-
validation is a method for obtaining optimal results while reducing the likelihood of model  overfitting67. For each 
ML model, we utilized four distinct cross-validation operators, as indicated in the image below. This operator 
is known as a nested operator, and it can train and test the machine as well as perform accuracy measurements.

Figure 7 depicts an inner view of each model implementation. The training and testing phases of the cross-
validation operator further separated. The input training data linked to the RF model, and the “Apply Model” 
operator receives both the trained model and the testing dataset. The entire process repeated ten times to 
determine the ultimate accuracy of the model using the “Performance” operator. Each ML model executed 
using a similar approach. The outcome of this experiment explained further in the next section.

MHR classification using QEML model
Similarly, for MHR classification, we employed the QEML model. Four ensembles’ approaches chosen to generate 
comparatively optimal classification results when implementing the model. Bagging, boosting, voting, and 
stacking are the four ensemble procedures used. “An overview of machine learning approaches” section discusses 
the description and significance of each ensemble strategy. RM provides several operators for employing the 
ensemble technique. Again, a cross-validation technique used for training and testing, with tenfold validation. 
Figure 8 displays four screenshots for each ensemble method’s implementation. To begin, we employed bagging 
and boosting process with all ML models to compare the performance of all ML models. Besides that, stacking 
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used as a meta-learner model, and for this, we chose a different model combination as the base learner and 
employed a single model as the stacking model learner each time.

Figure 9 demonstrates the internal model implementation for each individual test. According to the diagram, 
each experiment divided into two phases: training and testing. In each execution, three primary operators used: 
(i) the ensemble technique, (ii) applying the model, and (iii) performance. Each ensemble operator placed in the 
training area and is also known as a nested operator since it contains another subprocess that uses the specific 
ML model for training. On the other hand, the “Apply Model” operator placed in the testing area and used to 
apply and evaluate the trained model to an unseen dataset. Finally, the “Apply Model” operator linked to the 
“Performance” operator to evaluates the model’s performance based on a variety of criteria. Because the idea 
discussed in this study consists of a multi-class classification problem, the evaluation metric chosen accordingly. 
The outcomes of each experiment explained in more depth in the next section.

Fig. 6.  Cross validation process for model implementation.

Fig. 7.  Cross validation—training & testing phases.
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The subsequent section discusses the findings of each experiment. We presented the results using confusion 
matrix to understand positive and negative values, as well as actual and predicted values. The label column 
divided into three categories: “HR-High Risk”, “LR-Low Risk”, and “MR-Medium Risk”. As a result, the results 
for each class discussed using precision, recall, and F1 values. The precision value is an evaluation metric that 
can be used to examine the results and determine the correctness of a model by counting true positive values 
divided by total positive  values68 and can be measured using following formula:

The recall factor is the second evaluation criteria employed in this study. The recall value derived by dividing 
all true positive values by the total number of true positive and false negative  values69 and can be calculated 
using the formula below:

(1)Precision =
TP

TP + FP

(2)Recall =
TP

TP + FN

Fig. 8.  QEML model implementation—outer view. (a) Bagging with all ML models, (b) boosting with 
all ML models, (c) stacking with different ML models combinations, (d) voting with different ML models 
combinations.
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The results were subsequently evaluated using a third common assessment tool known as the F1 score. It is 
another valuable metric for assessing the performance of ML models. This measure combines the output of recall 
and precision values and can be measured using the formula:

Overall, the three classes represented the patients’ level of risk (High, Low, and Medium) in relation to the 
other independent variables included in this investigation. Due to the multi-class classification challenge, we 
determined the recall, accuracy, and F1 values for each class. The outcomes of each experiment discussed in the 
five subsections that follow.

Results, discussion, and comparison
This study aims to forecast maternal health risk utilizing several factors to assist healthcare providers counsel 
pregnant women and reduce complexity throughout the pregnancy. The dataset used in this study includes 
information from several test reports as well as demographic factors. The findings of this study are crucial to 
understanding the usage of real-world datasets obtained from various health organizations. We utilized various 
machine learning algorithms for prediction, and the integration of ensemble approaches on the dataset yielded 
the best results. We predict a patient’s level of risk during pregnancy using a set of data values connected with 
different parameters. Four machine learning models, DT, RF, GBT, and KNN, used to predict the number of 
patients who fell into specific risk categories, such as High, Low, and Medium. The risk level, which calculated 
based on the values recorded under each independent variable, describes the concerns that may arise in a 
patient. In addition, quad-ensemble models utilized to improve prediction performance, including bagging, 
boosting, stacking, and voting. Because risk level (class variable) defined as a multi-class feature, the performance 
evaluation presented using class-level precision, recall, F1, and weighted scores to help readers understand the 
 results69,70.

(3)F1Score =
2× Recall × Precision

Recall + Precision

Fig. 9.  QEML model implementation—inner view. (a) Bagging ensemble approach—inner view, (b) boosting 
ensemble approach—inner view, (c) stacking ensemble approach—inner view, (d) voting ensemble approach—
inner view.
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MHR classification without ensemble
During this phase, four independent experiments conducted using DT, RF, GBT, and KNN machine learning 
models. The primary purpose is to determine how effectively each algorithm predicts the risk level for each 
patient. Table 3 displays the results of all models assessed using various assessment metrics. We displayed the 
findings for each class and presented the values within each category. Displaying results for each class is a typical 
approach to understand the class wise performance instead of presenting overall  accuracy70. Previous research 
reported overall accuracy, which can lead to incorrect interpretation, while micro averages might provide greater 
understanding for each class. Because it is possible for one class to have 100% accuracy while another has less, this 
can have an impact on overall accuracy. As a result, in a multi-class classification task, overall accuracy cannot 
offer forecast performance for each class  separately71.

Table 3 demonstrates that each model achieves precision values greater than 0.84 for the “HR” class. On the 
other hand, the “MR” class achieved the lowest precision (0.6772). Furthermore, GBT had the highest recall value 
in the “HR” class (0.919). Overall, the results show that the model utilized in this study can be used to develop a 
system that predicts the risk associated with pregnant women. The table shows that all models performed well, 
with scores greater than 0.75 in any class/metric. The precision value, which is better than 0.75 for each model, is 
very notable because it indicates the outcome of correct prediction. Overall, we can conclude that the DT (0.75) 
model performs the lowest for this classification task, whereas the GBT (0.85) model has the highest weighted 
precision, recall, and F1 values compared with any model.

MHR classification with ensemble bagging
The ensemble bagging approach implemented in the second phase of this investigation. Bagging is a type of 
ensemble method that can be integrated with other ML models to improve prediction performance. According to 
Table 4, DT has the lowest F1 score of any classifier for class “MR” (0.64), whereas KNN has the lowest weighted 
F1 score (0.71). Conversely, GBT calculates the maximum F1, recall, and precision values for class “HR” and 
reports them as 0.90, 0.91, and 0.89, respectively. The GBT model achieved the highest weighted values across 
all classes.

On the contrary, KNN (0.72) had the lowest prediction performance. In comparison, the best precision 
performance for classes “HR”, “LR”, and “MR” attained by RF (0.90), GBT (0.88), and GBT (0.77), respectively. It 
allows us to use several methods for MHR classification, however GBT with bagging is the most efficient because 
it computes the highest values for all classes. As GBT used an ensemble strategy, combining it with a bagging 
approach improved its performance significantly.

MHR classification with ensemble boosting
As shown in Table5, this section illustrates the performance of the models when paired with the ensemble 
boosting approach. This approach produced comparable results as bagging. However, we used this procedure to 
evaluate the level of performance and determine the feasibility of both methods in a single study. However, some 
performance measurements are lower than in the bagging approach. GBT with boosting, for example, returns a 
lower weighted precision value (0.849) than GBT with bagging (0.853). Similarly, using the boosting approach, 

Table 3.  Performance of the models—without ensemble.

Classifier Class Count TP TN FN FP Precision Recall F1

DT

HR 272 232 704 38 40 0.859259259 0.852941176 0.856088561

LR 406 319 499 109 87 0.745327 0.785714286 0.76498801

MR 336 214 576 102 122 0.677215 0.636904762 0.656441718

Total 1014 765 1779 249 249 Overall → 0.754438 0.754438 0.754438

Weighted → 0.753319158 0.75443787 0.753457236

RF

HR 272 243 714 28 29 0.896678967 0.893382353 0.895027624

LR 406 342 519 89 64 0.79350348 0.842364532 0.817204301

MR 336 236 602 76 100 0.756410256 0.702380952 0.728395062

Total 1014 821 1835 193 193 Overall → 0.809664694 0.809664694 0.809664694

Weighted → 0.808888499 0.80966469 0.808652072

GBT

HR 272 250 713 29 22 0.896057348 0.919117647 0.907441016

LR 406 337 561 47 69 0.877604 0.830049261 0.853164557

MR 336 278 605 73 58 0.792023 0.827380952 0.809315866

Total 1014 865 1879 149 149 Overall → 0.853057 0.853057 0.853057

Weighted → 0.854195807 0.85305720 0.853194179

KNN

HR 272 243 695 47 29 0.837931034 0.893382353 0.864768683

LR 406 309 525 83 97 0.788265306 0.761083744 0.77443609

MR 336 241 587 91 95 0.725903614 0.717261905 0.721557

Total 1014 793 1807 221 221 Overall → 0.782051282 0.782051282 0.782051282

Weighted → 0.780923639 0.78205128 0.781145215
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KNN’s precision value reduced to 0.71. Aside from that, the performance of DT and RF with boosting estimated 
using a method that is almost equivalent to the bagging approach.

MHR classification with ensemble stacking
The proposed QEML-MHRC framework considers stacking as the third ensemble model. This method is 
important since it allows you to integrate numerous ML models instead of just one, which can lead to improve 
performance. To find the best set of models, we ran several scenarios and built a stacking approach with a range 
of ML models. Table 6 displays the outcomes of all the experiments conducted during this phase. Performance 

Table 4.  Performance of the models—With Bagging.

Bagging Class Count TP TN FN FP Precision Recall F1

With DT

HR 272 237 700 42 35 0.849462366 0.871323529 0.860254083

LR 406 323 499 109 83 0.747685185 0.795566502 0.770883055

MR 336 205 580 98 131 0.676567657 0.610119048 0.641627543

Total 1014 765 1779 249 249 Overall → 0.75443787 0.75443787 0.75443787

Weighted → 0.75142079 0.75443787 0.75202612

With RF

HR 272 242 717 25 30 0.906367041 0.889705882 0.897959184

LR 406 335 515 93 71 0.782710 0.825123153 0.803357314

MR 336 235 594 84 101 0.736677 0.699404762 0.717557252

Total 1014 812 1826 202 202 Overall → 0.800789 0.800789 0.800789

Weighted → 0.800626943 0.800788955 0.800302963

With GBT

HR 272 248 712 30 24 0.892086331 0.911764706 0.901818182

LR 406 331 567 41 75 0.889784946 0.815270936 0.850899743

MR 336 283 597 81 53 0.777472527 0.842261905 0.808571429

Total 1014 862 1876 152 152 Overall → 0.850098619 0.850098619 0.850098619

Weighted → 0.853186331 0.850098619 0.850532388

With KNN

HR 272 201 185 35 71 0.851694915 0.738970588 0.791338583

LR 406 296 316 121 110 0.709832134 0.729064039 0.719319563

MR 336 226 294 135 110 0.626038781 0.672619048 0.648494

Total 1014 723 795 291 291 Overall → 0.713017751 0.713017751 0.713017751

Weighted → 0.720120211 0.713017751 0.715169297

Table 5.  Performance of the models—With Boosting.

Boosting Class Count TP TN FN FP Precision Recall F1

With DT

HR 272 235 699 43 37 0.845323741 0.863970588 0.854545455

LR 406 322 497 111 84 0.743649 0.793103448 0.767580453

MR 336 207 582 96 129 0.683168 0.616071429 0.647887324

Total 1014 764 1778 250 250 Overall → 0.753452 0.753452 0.753452

Weighted → 0.750881746 0.75345168 0.751246714

With RF

HR 272 244 715 27 28 0.900369004 0.897058824 0.898710866

LR 406 344 514 94 62 0.785388128 0.84729064 0.815165877

MR 336 233 606 72 103 0.763934426 0.693452381 0.72698908

Total 1014 821 1835 193 193 Overall → 0.809664694 0.809664694 0.809664694

Weighted → 0.809122205 0.80966469 0.80835802

With GBT

HR 272 252 714 28 20 0.9 0.926470588 0.913043478

LR 406 329 564 44 77 0.882037534 0.810344828 0.844672657

MR 336 278 595 83 58 0.770083102 0.827380952 0.797704448

Total 1014 859 1873 155 155 Overall → 0.847140039 0.847140039 0.847140039

Weighted → 0.849758541 0.84714004 0.847449329

With KNN

HR 272 203 190 40 69 0.835390947 0.746323529 0.788349515

LR 406 296 316 126 110 0.701421801 0.729064039 0.714975845

MR 336 220 293 129 116 0.630372493 0.654761905 0.642336

Total 1014 719 799 295 295 Overall → 0.709072978 0.709072978 0.709072978

Weighted → 0.713815332 0.70907298 0.710587849
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analysis performed by combining all ML models as base learners and selecting each model as a stacking model 
learner during the training phase. Except for KNN (0.70), all stacking model learners, GBT (0.85), RF (0.81), 
and DT (0.78), outperformed bagging and boosting. Stacking’s overall improvement emphasizes the significance 
of a better MHR prediction approach.

Four ensemble models developed utilizing GBT, RF, DT, and KNN as stacking model learners, as shown in 
the table below. Precision for class “MR” was lower for all models, including GBT (0.78), RF (0.76), DT (0.73), 
and KNN (0.62), affecting weighted scores significantly. This could be due to similar values or a lack of variation 
in data values between the “LR” and “MR” classes. As a result, the findings revealed the importance of class-wise 
performance analysis in multi-class classification problems, which were not well addressed in prior  work70. As 
shown in Table 6, the overall accuracy cannot provide a comprehensive analysis if the number of records for each 
class varies. GBT outperformed all other models as a stacking meta learner, with the highest weighted scores 
for precision (0.8580), recall (0.8560), and F1 (0.8564). It also improved the results achieved from bagging and 
boosting. Finally, with the stacking method, GBT outperformed KNN (0.70) by more than 16%.

MHR classification with ensemble voting
Table 7 presents the performance analysis of the ensemble voting approach. Voting is another strategy for 
combining multiple models in a single experiment. This is the final approach used for the proposed QEML-
MHRC framework. The number of experiments conducted to enhance prediction for the MHR classification 
problem. Three scenarios were developed for this purpose, and all of them enhanced performance as compared 
to single model’s performances. For example, in previous results tables (from 3 to 6), the KNN was the worst-
performing model as an individual, but after integrating it with other models using the voting approach, it 
improved the performance by 11%. It supports the idea of utilizing a voting technique here, where we may 
combine multiple models to benefit from each one and create a meta-learner process. Second, GBT and RF 
outperformed in terms of precision (0.83), while the other two models had 0.81 and 0.82, respectively. The class-
wise performance also shows that class “MR” has improved significantly. As previously discussed, combining GBT 
with RF increases the correct prediction of class “MR” and achieves the highest precision value (0.84). It implies 
that the voting approach can improve the correct risk classification of pregnant women using different attributes.

Final discussion
This research provides a thorough ML architecture to address a multi-class classification task involving maternal 
health risk. The obtained data demonstrate that varied levels of risk can be observed in women during pregnancy. 
The dataset divided into three risk categories: low, medium, and high. The performance analysis performed 
using multi-class evaluation metrics to improve the work conducted in the previous  study70. The study proposed 
a methodology that provides several advantages over previous studies. A thorough analysis performed on the 
dataset to determine the relationship between each attribute. The concept of using a unique set of machine 
learning algorithms to improve prediction accuracy. Previously, the model’s performance provided based on 
model accuracy, which does not apply to this classification problem when the target variable includes more than 
two mutually exclusive classes. When dealing with a multi-class classification challenge, assessment metrics 

Table 6.  Performance of the models—with stacking.

Base learners Stacking model learner Class Count TP TN FN FP Precision Recall F1

GBT
RF
DT
KNN

GBT

HR 272 246 714 28 26 0.897810219 0.904411765 0.901098901

LR 406 340 565 43 66 0.88772846 0.837438424 0.861850444

MR 336 282 603 75 54 0.789915966 0.839285714 0.813852814

Total 1014 868 1882 146 146 Overall → 0.856015779 0.856015779 0.856015779

Weighted → 0.858021596 0.85601578 0.856474089

GBT
RF
DT
KNN

RF

HR 272 245 714 28 27 0.897435897 0.900735294 0.899082569

LR 406 334 522 86 72 0.795238095 0.822660099 0.808716707

MR 336 244 601 77 92 0.760124611 0.726190476 0.742770167

Total 1014 823 1837 191 191 Overall → 0.811637081 0.811637081 0.811637081

Weighted → 0.811016864 0.81163708 0.811104752

GBT
RF
DT
KNN

DT

HR 272 242 701 41 30 0.855123675 0.889705882 0.872072072

LR 406 323 511 97 83 0.769047619 0.795566502 0.782082324

MR 336 228 595 83 108 0.733118971 0.678571429 0.704791345

Total 1014 793 1807 221 221 Overall → 0.782051282 0.782051282 0.782051282

Weighted → 0.780231703 0.78205128 0.780610374

GBT
RF
DT
KNN

KNN

HR 272 203 703 39 69 0.838842975 0.746323529 0.789883268

LR 406 295 479 129 111 0.695754717 0.726600985 0.710843373

MR 336 216 546 132 120 0.620689655 0.642857143 0.631578947

Total 1014 714 1728 300 300 Overall → 0.704142012 0.704142012 0.704142012

Weighted → 0.709263736 0.70414201 0.705780261
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should be calculated both averaged and per class. The study incorporates an idea for working with individual 
ML algorithm as well as four different types of ensemble approaches that were not covered in earlier research. A 
wide range of ensemble techniques used to address a variety of issues, including bias and variance reduction. It 
also efficiently solves overfitting  concerns72. As a result, this study offered a state-of-the-art by training multiple 
ML models as base learners and to improve the prediction performance utilizing meta-learner.

The QEML-MHRC framework applied for processing the data using four different ensemble methodologies, 
in addition to implementing the ML models individually (without ensemble). The implementation was wide, 
seeking to identify potential improvements by employing ensemble methods. The work incorporates numerous 
ML models, including RF, DT, GBT, and KNN, which are then used multiple times via ensemble approaches. 
The ML models chosen based on their performance when applied to medical  datasets16,70,73. As a result, we used 
appropriate evaluation criteria to assess class achievement. Precision, recall, and F1 values calculated using class-
wise, overall, and weighted equations.

Figure 10 compares the weighted precision values obtained by all investigations using a three-dimensional 
line graph. The diagram depicts a summary of all ML models in each category. This comparison provides a 
summary of the model’s performance and capacity to predict maternal health risks in pregnant women. Among 
all experiments, the stacking method clearly delivers the best performance. We also utilized different meta-
learners for stacking, with GBT (0.85) outperformed others. Even after combining it with multiple models, we 
can infer that KNN is the worst performer, implying that it is inadequate for the used MHR dataset.

The weighted recall is the next evaluation metric used to assess the model’s performance. Figure 11 displays 
the weighted recall comparison of all models within each category. It demonstrates that the recall values for all 
ML models are identical, except for a little rising curve achieved by GBT. Again, ensemble stacking outperformed 
all others, as multiple models combined for creating each stacking model. Techniques such as Decision Tree, 
and Gradient Boosting are highly effective in dealing with high-dimensional data, specially when applied 
using stacking approach. On the other side, KNN scored the lowest in every category. The KNN algorithm’s 

Table 7.  Performance of the models – With Voting.

Voting algorithms Class Count TP TN FN FP Precision Recall F1

GBT
DT
RF
KNN

HR 272 245 713 29 27 0.894160584 0.900735294 0.897435897

LR 406 353 507 101 53 0.777533 0.869458128 0.820930233

MR 336 225 617 61 111 0.786713 0.669642857 0.723472669

Total 1014 823 1837 191 191 Overall → 0.811637 0.811637 0.811637

Weighted → 0.811859721 0.81163708 0.809158832

GBT
RF

HR 272 251 711 31 21 0.890070922 0.922794118 0.906137184

LR 406 364 514 94 42 0.794759825 0.896551724 0.842592593

MR 336 231 646 43 105 0.843065693 0.6875 0.757377049

Total 1014 846 1871 168 168 Overall → 0.834319527 0.834319527 0.834319527

Weighted → 0.836333188 0.83431953 0.831400981

GBT
RF
DT

HR 272 246 714 28 26 0.897810219 0.904411765 0.901098901

LR 406 356 516 92 50 0.794642857 0.876847291 0.833723653

MR 336 235 621 57 101 0.804794521 0.699404762 0.748407643

Total 1014 837 1851 177 177 Overall → 0.825443787 0.825443787 0.825443787

Weighted → 0.825680807 0.82544379 0.823526304

Fig. 10.  Weighted precision comparisons for all experiments.
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underperformance could be attributed to the fact that it focuses mostly on measuring distances between data 
points. Sometimes the number of data values in each dimension makes accurate classification challenging. It can 
also be improved by adjusting the value of “K” to better suit the specific dataset.

In this research, the final evaluation criteria used is known as weighted F1. Figure 12 illustrates the comparing 
scores. The study emphasized the importance of numerous techniques for predicting maternal health risk in 
women based on several factors and findings of the experiments. Overall, the ensemble stacking with GBT 
(stacking model learner) outperformed the model, scoring 0.86 for all classes (low, medium, and high) associated 
with maternal health risk factors.

The F1 score is a valuable metric in machine learning specially when dealing with multi-classification problem. 
It integrates precision and recall values into a single metric, which provides more comprehensive view of model 
performance. Precision and recall calculated using the ratio of true positives, false positives, and false negatives 
predictions, whereas the calculation of F1-score is based on harmonic mean of precision and recall values. It 
considers both false positives and false negatives prediction in a single metric. The use of F1-score is particularly 
important when you need a balance between precision and recall, specially when an uneven class distribution 
may bias simpler metrics such as accuracy. Using a combination of metrics provides a better understanding of 
a model’s performance. In a multi-classification problem, the accuracy alone is insufficient to assess the model’s 
performance. As a result, this study employed weighted scores per class to better comprehend each category’s 
performance. F1-score is often considered more balanced and unbiased metric than other single metrics like 
as precision and recall. High precision does not always imply that the model is good; similarly, high recall can 
indicate that the model performance is good, but it does not account for false positives predictions. On the 
other hand, the F1-score provides a balance between precision and recall, ensuring that neither false positives 
nor false negatives prioritized. Therefore, this study focused and presented all relevant evaluation metrics such 
as true positive rate, true negative rate, false positive rate, false negative rate, precision, recall, and F1-score to 
understand the model’s performance comprehensively.

The findings clearly indicate that the proposed QEML-MHRC framework employs ensemble ML approaches, 
which have numerous advantages over individual ML models. Firstly, it reduces forecast variance by averaging 
the findings of multiple models. It further mitigates the impact of abnormalities discovered in the single training 

Fig. 11.  Weighted recall comparisons for all experiments.

Fig. 12.  Weighted F1 comparisons for all experiments.
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dataset. The concept is further enhanced by using tenfold cross-validation procedures, automatically eliminating 
concerns such as overfitting and dataset bias. Secondly, boosting was another ensemble strategy utilized in this 
study to reduce the number of errors caused by other models. Boosting is a method that works across multiple 
iterations to reduce bias and variation, resulting in effective and accurate predictions. Moreover, ensembles 
incorporate models with multiple structures and learning algorithms, allowing the model to be trained and learn 
all the patterns in the data. For example, stacking is the third techniques applied in the research, which utilizes 
many models as a base learner. It further connects the output to a meta learner that integrates their predictions 
to improve overall performance. The use of ensembles also provides an additional advantage by demonstrating 
the ability to generalize to previously unseen data, which is useful in this situation where the data is complex 
in nature and the target variable has multiple classes. Model training is strengthened by employing different 
parameters, reducing the risk of depending on a single, potentially overfitted model.

Conclusion
Maternal health risk identification is critical, particularly in reducing the number of maternal deaths. This study 
investigated the issue using real-world data acquired from various hospitals with patients during their pregnancy. 
The dataset includes multi-class attributes for categorizing the level of risk associated with each patient. According 
to the maternal health exploratory data analysis, the most important variables driving high risk for pregnant 
women are high blood pressure, low blood pressure, and high blood sugar levels. Furthermore, all variables 
in the dataset are strongly correlated and have been shown to help predict maternal health risks. To address 
the challenge of dealing with multi-class attributes, we proposed the QEML-MHRC framework, which made 
up of various ML models and implemented using four different ensemble techniques. To provide an effective 
learning environment, we trained the model using ensemble techniques. In terms of class performance, the 
dataset associated with the “HR” class had the highest accuracy and other metrics, as well as a correct prediction 
performance of 0.90. GBT with the ensemble stacking approach outperformed and demonstrated outstanding 
performance for all evaluation measures (0.86) for all classes available in the dataset.

The study’s findings can help doctors and consultants predict maternal health concerns and reduce maternal 
death rates. The study provided an innovative approach for dealing with the patients experiencing difficulties 
throughout pregnancy. The suggested approach has demonstrated exceptional accuracy in predicting the extent 
of risk engagement utilizing several criteria. The application of advanced predictive modeling approaches 
assures that the findings are applicable across groups and can address gaps in maternal health outcomes. Authors 
identifies that the dataset has a limited number of features; however, using a large, diverse dataset that includes 
additional factors such as demographic and socioeconomic factors can improve the idea presented in this study. 
Furthermore, collaborating with specialist in other domains (e.g., obstetrics, and public health) can help to 
improve data dimensions. The authors can enhance the datasets in the future by collaborating with additional 
medical organizations. Modifications to the dataset could help to improve the performance of the suggested 
system.

Data availability
“The datasets analysed during the current study are available in the “UCI Machine Learning Repository”. The 
dataset can be accessed through the web link https:// archi ve. ics. uci. edu/ datas et/ 863/ mater nal+ health+ risk”.
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