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A B S T R A C T

In this paper the need of biometric authentication with synthetic data is analyzed for increasing the security of 
data in each transmission systems. Since more biometric patterns are represented the complexity of recognition 
changes where low security features are enabled in transmission process. Hence the process of increasing security 
is carried out with image biometric patterns where synthetic data is created with explainable artificial intelli-
gence technique thereby appropriate decisions are made. Further sample data is generated at each case thereby 
all changing representations are minimized with increase in original image set values. Moreover the data flows at 
each identified biometric patterns are increased where partial decisive strategies are followed in proposed 
approach. Further more complete interpretabilities that are present in captured images or biometric patterns are 
reduced thus generated data is maximized to all end users. To verify the outcome of proposed approach four 
scenarios with comparative performance metrics are simulated where from the comparative analysis it is found 
that the proposed approach is less robust and complex at a rate of 4% and 6% respectively.

1. Introduction

Given that the majority of individual data pertinent to identifying 
distinct features relies on high-quality measurements, it is essential to 
generate biometric patterns of individuals using synthetic data. The 
recognition of biometric patterns, including speech, text, iris, and other 
modalities, is crucial and presents significant hurdles for real-time ap-
plications. Therefore, to mitigate any shortcomings, real-time synthetic 
data is crucial as it facilitates the training of distinct patterns and di-
minishes the risk of user data access. Initially, the properties of both data 
and biometric behaviors are discovered using an explainable artificial 
intelligence technique, while synthetic data is concurrently generated. 
However, an initial dataset is always necessary in this context before 
processing the data for end users, so ensuring that each statistical 

property in the produced database enhances the incorporated model’s 
performance. For data generation, each image pattern is established, 
thereby identifying and resolving all hazards, resulting in the creation of 
a sample unit prior to accessing the stored data. Conversely, the range of 
biometric alterations at each phase enhances the potential for re-
constructions with suitable orientations, allowing each user interface to 
be expandable to certain conditional points. Under testing settings, each 
symbol must maintain a dependable state when stress conditions are 
observed, and any distorted inputs in each case must be entirely elimi-
nated from the system units. Furthermore, the bias condition in bio-
metrics is crucial, as a balanced database is essential for storing synthetic 
data, necessitating thorough testing at every level. The integrated bio-
metric system enhances robustness through extensive testing at all levels 
concerning all evaluated input patterns.
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Fig. 1 depicts the block diagram of the proposed model using bio-
metrics alongside synthetic data. Fig. 1 illustrates that individual syn-
thetic data is produced by incorporating training units with the requisite 
number of output examples. Consequently, the generated data is pro-
vided for model generation utilizing numerous biometric patterns, 
whereby recognition units are present and only valid representations are 
produced in this instance. In the subsequent state, distinct modules are 
established with training units by offering local explanations and diverse 
insight representations, so generating artificial data units. Subsequently, 
more comprehensive data will be visualized at this level by employing 
multiple methodologies, thereby training each dataset with synthetic 
representations. Furthermore, the visualized data undergoes additional 
testing for security indicators, and only the represented patterns are 
analyzed using explainable artificial intelligence.

1.1. Background and related works

The foundational studies pertaining to biometrics offer a precise 
framework for categorizing diverse issues and corresponding solutions 
to enhance efficiency. The increased study of real-time data in related 
activities enables the identification of data processing pathways. 
Therefore, the necessity of synthetic data and the integration of alter-
native data types can be articulated more clearly and effectively than 
current methodologies. In [1], various classes of synthetic units are 
generated using individual blender units, hence establishing a high- 
dimensional feature space for each type of biometric data. Due to the 
necessity for increased correlations in real-time implementations of each 
biometric feature collection, the exploration of hidden state represen-
tations at observable locations is undertaken. It is recognized that a 
feature space may be established only when combinations are offered 
about linear states, necessitating the distribution of each parameter with 
appropriate symbols. In [2], a privacy database is established incorpo-
rating diverse biometric patterns, resulting in a unique assessment 

utilizing synthetic fingerprints through matting patterns. In the afore-
mentioned scenario, due to the utilization of identical patterns, it is 
important to safeguard identities, necessitating identification systems to 
discern diverse attributes with an adequate number of samples. The 
primary limitation of matting patterns is that individual learning out-
comes must be handled at each stage of representation, necessitating the 
availability of additional samples for both training and testing. The 
increased number of sample recognitions has revealed the presence of 
identical biometric pattern samples, hence exacerbating challenges 
related to both interpretability and explainability.

In contrast, reference [3] describes the generation of three- 
dimensional data through sophisticated recognition units, where inter-
connected units exhibit diverse patterns that yield recognizable mate-
rial, influenced by reliability criteria. Synthetic data is generated in 
three dimensions to recognize distinct patterns, where concurrent be-
haviors of input patterns are seen; this pattern recognition system is 
referred to as acquisition processing. Real-time pattern recognition 
significantly complicates the provision of three-dimensional variations; 
thus, biometric datasets can only process frontal images, resulting in the 
absence of diverse image features. Consequently, the potential for ex-
pansions is explored by analyzing deep network patterns, wherein each 
data point is generated using artificial intelligence techniques [4]. 
During this form of data generation, comprehensive surveys are 
administered, and only high-quality training data is utilized to enhance 
stabilization at the specified biometric states. However, it is pragmatic 
that in the majority of the acquired data, indicating the presence of 
quality data is often unfeasible; hence, failure scenarios arise even under 
extreme conditions despite the existence of generated data. Similarly, an 
increased number of cases are examined in real time to enhance data 
quality, as initial data is influenced by escalating demand elements [5]. 
Optimized situations render biometric patterns irretrievable, and dif-
ferences in dimensionality will significantly affect synthetic data, 
necessitating distinct techniques for enhanced privacy. Furthermore, the 

Fig. 1. Block diagram of biometric representations with synthetic data generations.
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increase in dimensions necessitates an additional training mechanism, 
resulting in a modification of the symbol recognition time period, hence 
allowing for more pronounced effects with the requisite adjustments. 
Consequently, the application of secondary training should be avoided 
in most instances, so data augmentation is noted with regularization 
metrics.

Moreover, responsible data set units are generated using machine 
learning models in accordance with certain regulatory standards to 
address human-centric attributes [6].

This study considers 60 distinct data sets and defines diverse patterns 
with data protection units, thereby accurately identifying biometric 
situations. Moreover, protection units enable the provision of a com-
puter vision dataset, wherein the intended label connectivity is estab-
lished to investigate pertinent datasets for the advancement of biometric 
networks. Future developments will facilitate the adoption of biometric 
patterns trained in existing operating networks. Therefore, de-
velopments necessitate multi-resolution data characteristics for bio-
metric patterns, and only fingerprints can be produced by the cyclic 
formation of adversarial networks [7]. Consequently, anytime biometric 
patterns are produced in alignment with sequential representations, an 
acquisition unit must be incorporated to connect the entire network. In 
instances of full network connectivity, biometric pattern translations 
must incorporate three-factor authentication; hence, high-resolution 
photos are processed for end users. Biometric data analysis includes 
classifications based on gender, as individual traits will be taught and 
features can be extracted [8]. As distinct features are retrieved post- 
classification, individual scores are diminished, and the correctness of 
each score is evaluated solely for handwritten signatures. Nonetheless, 
handwritten signatures alone cannot yield valid test points, and com-
parison indications yield low values in the case of the suggested pro-
cedure. Table 1 presents a comparison of the existing and suggested 
approaches, including the integrated methodologies and algorithms.

1.2. Research gap and motivation

Table 1 indicates that all current studies encounter challenges in 
identifying biometric patterns, resulting in delays in the generation of 
fake data that compromises user privacy. A significant gap exists due to 

the lack of identification of the image set and the distribution of data to 
users, as well as the considerably lower recognition of sample data in 
current methodologies. Furthermore, the comprehensive flow of data 
with generated units is inconsistent, resulting in a significant gap in 
alignment with the proposed approach, hence causing improper data 
distribution and observable failures in data creation. Therefore, in 
alignment with the identified gap, the subsequent enquiries must be 
addressed.

RG1: Can biometric patterns be identified with optimized image 
flows if group sets are established at elevated fluxes?

RG2: Is it feasible to produce unique samples utilizing artificial data 
representations through explainable artificial intelligence?

RG3: Can a greater volume of synthetic data be generated and 
disseminated with a reduced number of transformations?

1.3. Objectives

To address identified gaps effectively, it is essential to generate 
synthetic data utilizing explainable artificial intelligence, whereby key 
parameters with biometric patterns must be examined. Therefore, the 
principal contributions of the anticipated model are as follows. 

• To identify each image collection with specified filters and offer 
approximations to enhance interpretability.

• To produce and reconstruct diverse biometric patterns by recog-
nizing suitable patterns under low robustness settings.

• To establish an intelligent decision unit for optimized flows and 
distribution, hence enabling control over transformations at each 
state.

1.4. Paper organization

The rest of the section is organized as follows: Section 2 provides the 
representations of analytical representations that describes the proposed 
system model whereas Section 3 describes the operational characteris-
tics and integration of artificially generated synthetic data with 
explainable artificial intelligence algorithm. Conversely the outcomes of 
the integrated model is evaluated and compared with four scenarios and 
performance metrics with three case studies are also observed in Sec-
tions 4 and 5. Finally Section 6 concludes the paper with directions on 
future scope.

2. Proposed system model

The issues in biometrics, encompassing traits such as facial recog-
nition, fingerprints, and other representations, must yield transparent 
solutions based on the available data. Thus, the suggested method in-
volves an analysis that establishes analytical representations, allowing 
complex decisions to be transformed into simpler arrangements by 
taking feature importance into account. Furthermore, the mathematical 
representations are articulated by taking into account the picture fea-
tures, wherein synthetic data is minimized and solely the original image 
collection is retained. Consequently, the factors that facilitate the 
determination of conditionality expressions for biometrics are as 
follows.

2.1. Intricacy image set

Most biometric patterns are challenging to express using standard 
formats; therefore, the full image set must be intricate and should never 
be decipherable from another user’s perspective. Therefore, a filter is 
employed in this instance to identify diverse image patterns, including 
indices, edges, and corresponding textures, as delineated in Eq. (1). 

Ii = max
∑n

i=1
Pl(i, n) ⊗ ρi (1) 

Table 1 
Existing vs. Proposed.

References Methods/Algorithms/Main characteristics Objectives

A B C D

[9]
Reconfigurable synthetic data with machine 
learning ✓ ✓

[10]
External informative data framework with 
synthetic data

✓ ✓

[11] Model and data centric approaches for using 
synthetic data

✓ ✓

[12]
Image classification of synthetic data using 
artificial intelligence algorithm ✓ ✓

[13]
Cancelable biometric patterns for security 
transformations ✓ ✓

[14] Inversion procedures of synthetic data for 
biometric recognitions

✓ ✓

[15] Requirements of biometric authentication using 
fingerprint images

✓ ✓

[16]
Biometric discoveries with deep learning 
optimization ✓ ✓

[17]
Piecewise facial attribute analysis using visual 
and textual explanaibility ✓ ✓

[18] Learning based tracking algorithms for 
individual detection

✓ ✓

[19] Deep generative models with cloud storage for 
improved recognition units

✓ ✓

Proposed
Creation and recognition of synthetic biometric 
data using explainable artificial intelligence ✓ ✓ ✓ ✓

A: Identification of image set and flows; B: Synthetic data generation; C: Arti-
ficial indications and transformations; D: Data distributions
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Where,
Pl(i, n) denotes captured pixel values of biometrics.
ρi represents indicated filters.
Eq. (1) establishes that convolutional filters with elevated pixel 

values are employed to compute the biometric point, since it is identified 
as a critical element in image acquisition settings. Therefore, the opti-
mization of filters is essential at this stage to address all tasks derived 
from distinct datasets.

2.1.1. Preliminary 1
Let us examine two picture sets A1(t1) and B1(t2), which are ob-

tained as distinct biometrics at varying temporal intervals. Therefore, 
specific suggestions must be provided at this stage by examining 
essential features in high dimensions, ensuring that both images adhere 
to the inverse representations as specified in Eq. (2). 

A1(t1) • B1(t2) ∈ [A1(t1) • B1(t2) ]− 1 (2) 

2.1.2. Lemma 1
According to inverse metrics, the proof for establishing two image 

sets can be demonstrated by the inclusion of delta functions, which 
forecast alterations in each acquired biometric. When delta functions are 
included, the original form is altered, incorporating solely identity ele-
ments as specified in Eq. (3). 

A1,B1→δi (3) 

2.2. Sample generation

For each biometric, the input unit must correspond to the repre-
sentations, and the output units must interpret the data in the appro-
priate units. Consequently, a mapping connectivity is established for 
diverse images, thereby producing fresh samples by equilibrating all 
available units using regularization metrics as specified in Eq. (4). 

SGi = min
∑n

i=1
rl(i)× zi (4) 

Where,
rl(i) denotes likelihood of reconstruction.
zi represents variable for reconstruction.
Eq. (4) establishes that the maximized likelihood for picture re-

constructions must be specified for each image set, allowing for the 
simulation of real-time data in the presence of transformations. Subse-
quent comprehensive distribution must be conducted in this instance by 
establishing sample representation prior to reconstruction.

2.2.1. Preliminary 2
The reconstruction possibilities can be determined using log- 

likelihood functions that are fully constrained by certain factors. Let 
us examine the preceding approximation functions as D1 + ..+ Di, 
where lower limit representations can be established to yield marginal 
likelihoods under the subsequent condition. 

D1 + ..+Di ∕⊂ El(i) (5) 

2.2.2. Lemma 2
In mathematical terms, the evidence of establishment for each 

generated sample can be demonstrated using the divergence theorem. 
Consequently, the seamless establishment of each distribution unit is 
essential for facilitating effective reconstructions, wherein marginal 
values adhere to the boundary under analogous conditions as specified 
in Eq. (6). 

El(i)△Fi (6) 

2.3. Biometric flows

To incorporate biometric patterns, the potential of sinusoidal waves 
must be examined for different ranges and orientations. Therefore, if the 
biometrics are supplied within suitable ranges, then equivalent random 
distributions must be furnished as specified in Eq. (7). 

BFi = max
∑n

i=1
βinOi (7) 

Where,
βin represents ranges of biometrics.
Oi denotes equivalent orientations.
Eq. (7) suggests that if boundary representations are supplied 

correctly, ridge patterns can be incorporated, hence enhancing the se-
curity of the additional biometrics. The aforementioned ranges and 
orientations can be applied to all sorts of input units with equal 
approximations.

2.3.1. Preliminary 3
Let us examine the alterations in each image along linear trajectories, 

where the input image transitions across the respective ranges and ori-
entations GI(i, n)→Gn(i). Consequently, perpendicular measurements 
can be conducted to regulate the evolving patterns by adhering to the 
restriction in Eq. (8). 

GI(i, n)∝Hi (8) 

2.3.2. Lemma 3
The proof of the aforementioned example with boundary constraints 

can be established by altering the direction from x to y. Consequently, 
with the perpendicular theorem, an edge point theorem must be artic-
ulated with line factors, so signifying entire alterations in the gradient 
function as stipulated by the condition in Eq. (9). 

Hi⊋Ii (9) 

2.4. Biometric data generation

Data generation from diverse sources necessitates comprehensive 
recognition through feature transformation metrics, wherein di-
mensions for each biometric data must be meticulously delineated. 
Consequently, the data generated at this juncture offers distinct in-
dicators as follows. 

DGi = max
∑n

i=1

⎡

⎣
DT1 ⋯ DTi

⋮ ⋱ ⋮
DTi ⋯ DTn

⎤

⎦ℷin (10) 

Where,
⎡

⎣
DT1 ⋯ DTi

⋮ ⋱ ⋮
DTi ⋯ DTn

⎤

⎦ indicates original biometric data matrix.

ℷin represents data similarity.
Eq. (10) stipulates that similarity measurements must be lower and 

original data must be greater to enhance the privacy of biometrics, as 
distinct tasks for recognition are essential. Furthermore, the augmen-
tation of original data representations enables the processing of bio-
metric mapping through the recognition of all end users.

2.4.1. Preliminary 4
Let us examine the analogous data values represented as N1 + ..+ Ni, 

which adhere to the probable mapping with Op. In this instance, the 
prior distribution of each biometric unit must be maintained to prevent 
alterations in the original data values. Therefore, the data production 
points must adhere to the criterion specified in Eq. (11). 

N1 + ..+Ni ⋈ Op (11) 
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2.4.2. Lemma 4
To demonstrate the separation, a differentiation test must be con-

ducted, allowing each biometric unit, mixed at various time intervals, to 
be isolated without external interference, hence enhancing data privacy. 
Therefore, to conduct the differentiation test, the subsequent condition 
must be specified (Eq. (12)). 

Op⊮

⎡

⎣
DT1 ⋯ DTi

⋮ ⋱ ⋮
DTi ⋯ DTn

⎤

⎦ (12) 

2.5. Artificial biometrics

Once many biometric indicators are stored, the utilization of artifi-
cial biometrics should be minimized, hence enhancing the potential for 
authentication and privacy. Therefore, it is essential to discover erro-
neous probability in all listed biometric symbols, referred to as error 
metrics, as specified in Eq. (13). 

Fp(i) = min
∑n

i=1
ℵf (i, n)ϑa(i) (13) 

Where,
ℵf (i, n) denotes false identification rates.
ϑa(i) represents incorrect acceptance.
Eq. (13) stipulates that if biometric units are erroneous, they must be 

promptly removed from associated networks. Furthermore, if inaccurate 
and low-precision measurements are conducted, overall efficiency will 
diminish; thus, it is vital to assess authentic attempts.

2.6. Synthetic data distributions

In real-time analysis, each recognized biometric sign in various forms 
must adhere to statistical parameters, hence ensuring data quality 
throughout the distribution process. Furthermore, the method of data 
distribution must remain unauthenticated by other users, hence 
adhering to the specified patterns outlined in Eq. (14). 

DDi = max
∑n

i=1
ODi − ΔDi (14) 

Where,
ODi denotes original data.
ΔDi represents distributed data.
Eq. (14) demonstrates that the disparity between dispersed and 

original data yields statistical features, with the whole data set derived 
from prior reference units. Furthermore, for dispersed data types, the 
Smirnov test should be taken into account to enhance the quality of data 
in each test instance.

2.7. Biometric transformations

To facilitate customer service using synthetic data, comprehensive 
transformations must be executed, involving the scaling and exchange of 
images. Consequently, these transformations enable each accessible unit 
to revolve around central points, thereby facilitating the detection of 
biometric signals with great precision, as demonstrated in Eq. (15). 

TSi = min
∑n

i=1
SFt − SFnt (15) 

Where,
SFt , SFnt represents scaling with transformation and non- 

transformations.
Eq. (15) indicates that throughout each time period, both trans-

forming and non-transforming biometric symbols are processed, with 
only essential indications provided at each stage. The existence of noise 

must be monitored at this stage, as transformations require a longer 
duration for processing the relevant data.

2.8. Composite objective functions

The aforementioned parametric determinations are evaluated using 
min-max processes, thereby presenting a multi-objective case study in 
the suggested technique for biometric indicators. Consequently, indi-
vidual composite functions are articulated as follows. 

f1(x) = max
∑n

i=1
Ii (16) 

f2(x) = min
∑n

i=1
SGi (17) 

f3(x) = max
∑n

i=1
BFi (18) 

f4(x) = max
∑n

i=1
DGi (19) 

f5(x) = max
∑n

i=1
Fp(i) (20) 

f6(x) = max
∑n

i=1
DDi (21) 

f7(x) = min
∑n

i=1
TSi (22) 

The different composite functions are amalgamated and articulated 
as total objective functions, as demonstrated in Eq. (23). 

objt = f1(x)+ f2(x)+ f3(x)+ f4(x)+ f5(x)+ f6(x)+ f7(x) (23) 

The overall objective functions must be processed utilizing auto-
mated principles through explainable artificial intelligence optimization 
to enhance the efficiency of biometric symbol recognition. A compre-
hensive description of explainable artificial intelligence is as follows.

3. Explainable artificial intelligence

Explainable artificial intelligence in biometrics is employed to 
enhance speed, accuracy, and scalability during autonomous operations. 
In the implementation of explainable artificial intelligence, it is essential 
to consider two categories of data that pertain to both natural and 
behavioral aspects. When both features are observed, an increase in 
transparency is attained, allowing for the rapid identification of each 
recorded pattern. The primary benefit of transparent operation in bio-
metrics is the ability to accept and store new data patterns for both 
recognition and verification. As compared to other optimization pro-
cedures explainable artificial intelligence provides a clear way for ac-
curate analysis thereby trust in captured signals can be improved. In 
addition explainable artificial intelligence provides a quick path for 
identifying errors and it can be diagnosed in a easy way if inaccurate 
biometric signals are processed. To process data obtained by biometric 
indicators, explainable artificial intelligence employs four processing 
steps: feature extraction, input–output mapping, simplification of the 
biometric signal model, and local interrupt features. Furthermore, in 
instances of inequitable limits in collected biometrics manifested in 
many forms, a definitive equilibrium between accuracy and trust is 
essential in explainable artificial intelligence [20]. The biometric pro-
cessing system is sent to end users only after meticulous fine-tuning, 
ensuring precise decision-making as a result of achieving optimal bal-
ance circumstances. Moreover, enhanced support is offered through 
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explainable artificial intelligence following the resolution of identified 
issues, alongside ongoing advancements facilitated by freshly acquired 
biometrics with minimal error rates.

3.1. Biometric interpretability model

To generate output from biometric collected signals, a predictive 
decision model must be integrated with an interpretability model, 
wherein the significance of feature extraction is processed transparently. 
The interpretability model will monitor comprehensive alterations in 
biometric processing pathways and promptly notify these changes to 
authorized users, enabling timely steps to enhance security. Conversely, 
the aforementioned scenario demonstrates that interpretability facili-
tates the straightforward observation of accuracy changes, hence 
enabling the timely removal of biometric symbols with low accuracy. 
One of the major advantage of interpretability model is that image set at 
input units are analyzed in a clear way irrespective of included types 
thus predictions are directly made at output with successive decision 
making mechanisms. Further the possibility of using interpretability in 
artificial intelligence is that the difference between individuals or ob-
jects are found by following critical mapping procedures. In the initial 
state, interpretability monitors and identifies gradual alterations in the 
examined input patterns, after which these changes are correlated with 
the original functions where activation segments are supplied. While 
mapping input and output functions, features such as biometric points or 
edges with varying degrees are delineated, hence preserving the 
inherent characteristics of intelligent procedures. Likewise, boundary 
constraints are taken into account in interpretability models, signifying 
that specific conventions are derived from internal processing units. 
Moreover, both sensitivity and interpretability are enhanced in low- 
complexity artificial intelligence systems, resulting in practical real- 
time solutions compared to other methods. The mathematical implica-
tions of interpretability optimizations are as follows.

3.1.1. Occurrence approximations
It is essential to offer meaningful approximations for all occurrences 

in biometrics to conserve the substantial amount of symbolic data 
created during a specific time period. Therefore, an equivalent quantity 
of approximations must be supplied in this instance by circumventing 
the intricacies of symbolic units as specified in Eq. (24). 

OAi =
∑n

i=1
ϱi→ςi (24) 

Where,
ϱi denotes original biometric units.
ςi represents equalized approximate units.
Eq. (24) stipulates that within designated time intervals, it is 

important to furnish indicators with uniform approximations. However, 
in the event of extended time periods, it becomes challenging to offer 

localized solutions, since approximations are computed to attain sig-
nificant complexities due to the proximity of point symbols.

3.1.2. Robust approximations
In explainable artificial intelligence, the potential for symbol 

detection must converge at a specific point, therefore diminishing the 
resilience of the predictive model. Consequently, comprehensive ap-
proximations with resilience in intricate variations must be minimized, 
allowing the specified symbol after certain approximations to be 
simplified as articulated in Eq. (25) as follows. 

RAi =
∑n

i=1
ϖi(Κi − Υi) (25) 

Where,
Κi represents complex model.
Υi denotes simplified models.
Eq. (25) demonstrates that the disparity between complicated and 

equalized approximations yields precise symbolic deviation; hence, 
appropriate linear models must be fitted, even in the presence of a 
greater number of symbols. The deviating value must not exceed the 
crucial symbolic unit; thus, complete fit can be attained in this instance.

3.1.3. Interpretable formations
To measure the interpretable distance with uniform symbolic rep-

resentations, it is crucial to give a scaling factor; thus, the bandwidth of 
symbols can be transmitted to the relevant end users for identifying 
purposes. Therefore, this form of distance measurement must be con-
ducted as delineated in Eq. (26). 

IFi =
∑n

i=1
ζd(i − n) (26) 

Where,
ζd indicates distance variations.
Eq. (26) indicates that, based on the fluctuations in distance between 

two biometric symbols in the specified forms, the end user can select the 
optimal representative indicators, so attaining the optimum fit over 
subsequent time intervals. 

Algorithm 1. Biometric interpretability model.

The block representations of interpretability optimization are illus-
trated in Figs. 2 and 3, with the following step indications. The block 
representation that are indicated in Fig. 2 provides the connectivity on 
interpretations that are used in explainable artificial intelligence where 
at initial state original biometric units are observed and only symbolized 
authentications are provided.

Further only required amount of symbols are transmitted 

Begin PROCEDURE BIM

Given

: Number of original biometric unit

: Indicated approximate units

for i=1:n do
1. for occurrence approximations at reduced complexities

2. for performing robust approximations with simplified models

end for
else
for all i=1:n do

3. to provide interpretable formations at varying distance

end for all
end PROCEDURE
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unidentified symbols are removed from the connected systems hence a 
linear state representation is provided which approximates the complex 
models. Thereafter due to approximations complex problems are 
handled in an effective way by using various scaling factors at indicated 
distance measurements.

3.2. Decision processing units

Alongside the comprehensive interpretability inherent in artificial 
intelligence techniques, it is essential to analyze each unit for individ-
ualized judgments, enabling the attainment of intelligent outputs within 
anticipated timeframes. Consequently, to make judgments in integrated 
biometrics, it is essential to amalgamate whole units, thereby maxi-
mizing the accuracy of each processing unit. Additionally, for each 
feature, magnitude indicators are represented with symbols, where ab-
solute values are verified to enhance the security of all specified sym-
bols. In addition to complete interpretability that is present in artificial 
intelligence technique it is necessary to process each unit for individual 
decisions where intelligence outcomes can be achieved within expected 
time periods. Therefore to choose decisions in connected biometrics it is 
necessary to mix up entire units where accuracy of each processing units 
are increased to maximum extent. Further for each feature the magni-
tude indications are made with each symbols where absolute values are 
checked to improve the security of all indicated symbols. However in 
decision processing units unified parametric measures are made for each 
symbol thus individual predictions are provided for each stored sym-
bols. Furthermore, score-based decisions are made as unrecognized 
symbols introduce complexity and compromise the database in perti-
nent applications. Each user is permitted to respond to inaccurate bio-
metric symbols, and the process of storing these responses occurs 
independently of the end users. From the aforementioned scenario, a 
user can ascertain whether robust decisions can be made regarding input 
features, hence facilitating the sharing of the database among various 
user groups. The mathematical depiction of the decision-making pro-
cess, wherein biometric signals are categorized into distinct user groups, 
is as follows.

3.2.1. Partial decisive system
To analyze the feature importance system for biometric units, it is 

crucial to supply partial derivatives for informed decision-making. 

Therefore, each option in this situation must be elucidated concerning 
the observation of prospective differences, since the calculative units are 
of larger significance, as indicated in Eq. (27). 

DSi =
∑n

i=1
CU(i − n) (27) 

Where,
CU denotes calculative units.
i − n represents the difference with calculative units.
Eq. (27) stipulates that the disparity between each calculative unit 

must be minimized, as alterations in each biometric symbol should be 
less significant than the original representations. Consequently, in in-
stances of significant difference patterns, a greater quantity of extra-
neous biological symbols is present that must be modified prior to 
processing the subsequent biometric unit.

3.2.2. Sequenced decision
With the provision of synthetic data, judgments can be made based 

on the available sequence, wherein biometric symbols are seen solely 
through a split representation. Splitting units introduces additional 
biometric units, enabling the execution of complex judgments within 
specified time intervals, as demonstrated in Eq. (28). 

seqi =
∑n

i=1
ηi(ι1 + ..+ ιi) (28) 

Where,
ηi denotes possibility of separation.
ι1 + ..+ ιi represents sequential units.
Eq. (28) suggests that if successive units are segregated, it becomes 

significantly more challenging to detect the existence of symbols hence, 
complete user identification is achieved within the stipulated time 
frame. The aforementioned sequential steps effectively mitigate the risk 
associated with data represented in multiple formats.

3.2.3. Local indications
Sequence representation indicators for each local unit in biometrics 

are taken into account, allowing for comprehensive mapping to be 
executed without external drawbacks. Therefore, the suggested strategy 
utilizes local signals with distinct scores as specified in Eq. (29). 

Fig. 2. Block representations of biometric interpretability.
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LIi =
∑n

i=1
ftin × ptf (i) (29) 

Algorithm 2. Decision processing units.

Where,
ftin denotes input features.
ptf (i) represents predicted feature values.
Eq. (29) establishes that the ultimate secured decisions will rely on 

feature indications, necessitating inputs concerning evolving represen-
tations. The block representations of interpretability optimization are 
illustrated in Figs. 4 and 5, with the following step indications. Table 2
provides the definition of variables in proposed system model and 
optimization algorithms.

4. Results

In this section real time outcomes are discussed for captured bio-
metric units thus complete solutions are provided for increasing security 
constraints with respect to captured data. Since synthetic data is 
considered most of the artificial cases are also taken into account 
thereby appropriate training rates are increased. In order to provide real 
time outcomes the captured images are defined with actual pixel values 
where appropriate filters are connected to prevent unauthorized access. 
Further to avoid complexities both original and corrected cases are 
considered hence the possibility of appropriate decision making is 
increased at reduced interpretabilities. Moreover each biometric pat-
terns are arranged in sequential order hence output units are simplified 
where low complexities are present thereby each sample is generated at 
particular time period. In addition number of reconstructions are avoi-
ded in proposed method as it reduces the security of biometric patterns 
thus at varying ranges it is possible to achieve equivalent values. The 
hardware representations are connected by recognizing the finger prints 
and images by using detection principles that are applied at input units 
where images are pre-processed. At this state of operation complete 
training is provided to each image and corresponding models are saved 
for future use where at later case batch size of biometric units can be 
increased. Conversely for each saved biometric units the generated 
patterns are rescaled and target size is increased in order to process 
sequential order thereby avoiding half characteristic nature. To validate 
the outcomes it is necessary to consider each parameter therefore in 
proposed method four scenarios are considered with min-max objective 
functions and the importance of four scenarios are listed in Table 3.

Scenario 1: Biometric image set and flows.
Scenario 2: Number of data generations.
Scenario 3: Possibility of transformations.
Scenario 4: Distributive data set.

5. Discussions

The real time outcomes that are observed from each hardware 
interface is converted to equivalent simulation units with representation 
of parametric units. Hence in this section the discussions are made by 
considering necessary simulation units that increases the security of 

captured biometric patterns. Since explainable artificial intelligence is 
integrated for creating synthetic data a partial decisive mechanism is 
involved hence sequenced decisions are made with possibility of indi-
cating local units. In order to observe the outcomes with equivalent 
simulation setup at initial state total number of samples that are used for 
evaluating biometric patterns are observed with characteristic mea-
surement and conditions involved in environmental cases. Moreover 
individual structure for each data is provided hence identification pro-
cess is carried out in presence of correct labelling units.

Table 4 provides the information on simulation parameters that are 
used for integrating the necessary data units with generation process. 
Since individual biometric patterns are analyzed it is necessary to pro-
vide a visualization framework and to map all biometric patterns in a 
sequence order. Therefore all original representations can be deter-
mined at maximized efficiency and indications can also be made with 
local model without any interpretations. Additionally two types of ap-
proximations are made with original representative values therefore the 
possibility of robustness can also be reduced at earlier states. Conversely 
the major challenge on data changing patterns that is considered as 
major challenge in each real time applications is also solved with pro-
posed method.

5.1. Scenario 1: Biometric image set and flows

In the proposed method, biometric patterns are collected through 
image representations, necessitating the provision of a collection of 
units arranged in sequential order. Therefore, the flow patterns of bio-
metric units must be properly defined so that only designated pixel 
values can be utilized for input units. In all instances, only complete 
biometric symbols are processed; hence, partial recognition systems are 
disregarded, resulting in optimized approximations. To analyze the 
biometric image collection, the maximum pixel values treated with 
convoluted filters eliminate all extraneous biometric patterns, enabling 
detection within specific ranges. Additionally, biometric pattern orien-
tations at each level are altered to distinguish them from end users, 
hence enhancing the privacy of the data kept in the complete database. 
Random distributions can similarly be generated without disrupting the 
continuity of biometric patterns, provided that the preceding sequence 
is sanctioned.

Fig. 6 illustrates the comparing results for the image collection and 
the recognized flows in biometric patterns. Fig. 6 demonstrates that the 
suggested method can achieve maximum flow with the input image set, 
in contrast to the previous methodology. The primary reason for the 

Begin PROCEDURE DPU

Given

: Number of cumulative units

: Possibility of separations

for i=1:n do
1. for providing partial decisive systems at required time factors

2. for sequenced symbolic units with increased separations

end for
else
for all i=1:n do

3. for indicating input and feature value representations

end for all
end PROCEDURE
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Fig. 3. Flow chart of data generations with interpretable identifications.

Fig. 4. Block representations of decisive units

Fig. 5. Flow chart of data distributions and transformations with deci-
sive strategy.

A. Shankar et al.                                                                                                                                                                                                                                Image and Vision Computing 154 (2025) 105429 

9 



enhanced flow in the proposed system is that only complete unit rep-
resentations are permitted, hence eliminating any comparable in-
dications. Furthermore, with explainable artificial intelligence, the 
generated data is validated, and biometric patterns are systematically 
organized, referred to as the pre-processing stage in this context. To 
validate the results, the quantities of collected photos are 23, 26, 31, 37, 
and 42, corresponding to a singular biometric range of 78, 84, 89, 92, 
and 97. In the aforementioned image set and biometric patterns, the 
observed flows for the suggested technique are 59%, 68%, 75%, 84%, 
and 89%. The current approach results in flow reductions of 36%, 38%, 
41%, 44%, and 48%, respectively; hence, even if biometric patterns are 
processed sequentially, it remains challenging to achieve equal data 
processing flow.

5.2. Scenario 2: Number of data generations

This scenario identifies the complete quantity of data that can be 
artificially generated using collected biometric patterns. Therefore, to 
ascertain the entire data required for any user request, it is essential to 
minimize the number of reconstructions at the initial step. In each data 
processing condition, the likelihood of reconstructions will be signifi-
cantly elevated due to the lack of regularization measures, as total 

Table 2 
Description of variables.

Variables Definition

Pl(i, n) Captured pixel values of biometrics
ρi Indicated filters
rl(i) Likelihood of reconstruction
zi Variable for reconstruction
βin Ranges of biometrics
Oi Equivalent orientations
⎡

⎣
DT1 ⋯ DTi

⋮ ⋱ ⋮
DTi ⋯ DTn

⎤

⎦ Original biometric data matrix

ℷin Data similarity
ℵf (i, n) False identification rates
ϑa(i) Incorrect acceptance
ODi Original data
ΔDi Distributed data
SFt , SFnt Scaling with transformation and non-transformations
ϱi Original biometric units
ςi Equalized approximate units
Κi Complex model
Υi Simplified models
ζd Distance variations
CU Calculative units
i − n Difference with calculative units
ηi Possibility of separation
ι1 + ..+ ιi Sequential units
ftin Input features
ptf (i) Predicted feature values

Table 3 
Importance of scenarios.

Scenarios Significance

Biometric image set and 
flows

To identify the flow of images at capturing units

Number of data 
generations

To generate equivalent synthetic data with captured 
biometric patterns

Possibility of 
transformations

To transform the patterns in to equivalent 
representations at reduced robustness

Distributive data set To distribute each data set to users in appropriate 
formats

Table 4 
Simulation parameters.

Bounds Requirements

Operating systems Windows 7 and above

Platform MATLAB, data generation tools and visualization 
framework

Version (MATLAB) 2018 and above
Version (Data 

generation tools) 1.3 and above

Applications Data creation, observation and accumulation

Implemented data sets Number of samples, images, reconstructions, 
interpretabilities, training and testing phases

Fig. 6. Maximized flows for proposed and existing approach with varying 
range of biometric patterns.

Fig. 7. Number of generated data for similarity rate identifications at reduced 
reconstruction rate.
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equilibrium across diverse patterns and data is unattainable. Therefore, 
it is essential that only pertinent data is collected and securely stored, in 
contrast to the utilization of extraneous data. Furthermore, the collec-
tion of requisite data facilitates the identification of similarities between 
biometric patterns and datasets, hence diminishing the visibility of 
conditions to unidentified users. Due to diminished visibility, the syn-
thetic data can be retained within the original data-generated matrix, 
allowing for partial decisions to be made.

Fig. 7 depicts the quantity of data generated for both the current and 
suggested methodologies. Fig. 7 demonstrates that the predicted model 
generates just needed data, in contrast to the existing approach. Essen-
tial data generation is contingent upon supplying samples to end users, 
where specified biometric units are recognized and a sequential order is 
adhered to for informed decision-making. To validate the results of data 
production, the number of reconstructions considered are 4, 7, 10, 13, 
and 17, with similarity indicators at 2%, 9%, 11%, 15%, and 19%. 
Consequently, for this form of reconstruction, the proportion of created 
data is observed to be 24%, 29%, 37%, 49%, and 56% in the case of the 
existing approach [7]. However, the proposed method generates only 
required data, with maximized generation rates of 69%, 78%, 86%, 
91%, and 96%. Consequently, given comprehensive data, equilibrium 
can be attained, enabling all users to make informed sequential 
judgments.

5.3. Scenario 3: Possibility of transformations

This scenario examines all potential transformations of biometric 
patterns to minimize the total number of mistakes at input units. As a 
greater number of biometric patterns are saved, it becomes feasible to 

decode the biometric units, allowing for the generation of artificial data 
corresponding to altered biometric patterns. Consequently, to address 
the aforementioned issue, the created pattern can be altered using 
synthetic data, ensuring that unknown users are incapable of decoding 
any biometric pattern. The changes decrease false acceptance rates, 
ensuring that only legitimate attempts are performed, hence minimizing 
inaccuracies in the process. The biometric patterns can be modified 
using scaling factors, with only projected input values being processed in 
this scenario, devoid of any equality requirements. This scaling method 
enhances the stability of input biometric units relative to the original 
biometric symbols without any changes.

Fig. 8 illustrates the simulation analysis regarding the potential 
changes in both the proposed and existing methodologies. Fig. 8 in-
dicates that biometric transformations are diminished, resulting in a 
decrease in artificial biometric units and thereby reducing the erroneous 
production of biometric patterns for data access. The primary rationale 
for these reductions in transformations is that uniform approximations 
are offered at specified time intervals, hence minimizing inaccuracies in 
detections. The verification of transformation outcomes reveals an 
inaccurate acceptance count of 17, 25, 31, 39, and 50, corresponding to 
scaling percentages of 2, 4, 8, 10, and 13. Consequently, in the afore-
mentioned situation, the transformation percentages for the suggested 
approach are restricted to 9, 6, 4, 2, and 1%, while the transformation 
percentages for the present approach [7] are 24, 21, 17, 15, and 13%, 
respectively. Consequently, with few alterations, it is feasible to attain 
elevated privacy for all examined data.

5.4. Scenario 4: Distributive data set

The generated data set must be disseminated to all end users only 
following specific authentication procedures. Therefore, in this context, 
the likelihood of distributions is analyzed to facilitate informed decision- 
making prior to data transmissions. Initially, the volume of original data 
will be assessed, and subsequent modifications resulting from data 
availability will be monitored. Furthermore, for distributions, all in-
terpretabilities are diminished, and solely local models are employed, 
hence enhancing data privacy. In other instances, data quality is 
assessed using the Smirnov dataset. The necessity of data distribution 
must remain separate from recognized patterns, since individual bio-
metric units might be considered, resulting in a sequential decision- 
making process. Once the data is disseminated, the other user can 

Fig. 8. Scaling factor representations for data transformations and incor-
rect acceptance.

Fig. 9. Distributed data vs. original data representations for changing bio-
metric patterns.
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develop synthetic data representations that incorporate additional bio-
metric patterns for matching with end users.

Fig. 9 presents a comparative examination of data distributions for 
both the proposed and existing methodologies. Fig. 9 demonstrates that 
the suggested strategy maximizes distributive data sets with enhanced 
security compared to the previous methodology [7]. The primary 
rationale for attaining optimized distributed data is that the suggested 
method exhibits a less discrepancy between the original and anticipated 
data compared to previous approaches, due to the high accuracy of the 
collected biometric unit. To validate the results of the proposed method, 
the original dataset comprises 1235, 1789, 2391, 2945, and 3500, 
whereas the dispersed dataset consists of 768, 1342, 1758, 2367, and 
2790. In the original and distributed data scenarios, the outcomes of the 
suggested method are seen to be 79%, 84%, 88%, 93%, and 96%, while 
the existing strategy yields percentages of 65%, 68%, 71%, 74%, and 
77% for distributed data, respectively.

6. Performance metrics

The performance metrics offer a definitive means of comprehending 
the biometric acceptance ratio, hence decreasing the risk of erroneous 
readings in this context. The storage of an increased quantity of bio-
metric patterns allows for performance evaluations of the complete 
biometric system using artificial data, hence resulting in diminished 
error rates. Moreover, the performance metric is employed to assess 
variety, allowing for the observation of comprehensive fluctuations in 
relation to real-time analysis. Consequently, the subsequent case studies 
are included to evaluate the efficacy of the proposed strategy.

Case study 1: Robustness characteristics
Case study 2: Space complexity
Case study 3: Time complexity

6.1. Case study 1: Robustness characteristics

This case study assesses the robustness of biometric patterns about 
variations in repeated values. As the quantity of biometric patterns in-
creases, it is essential to optimize them using original representations, 
hence eliminating full local interpretations. Initially, it is essential to 
delineate all metrics pertinent to robustness, including precise in-
dicators, interpretative possibilities, and the quantity of biometric 
fluctuations. Reducing the aforementioned elements can diminish the 
resilience of synthetic data; nonetheless, in the proposed method, syn-
thetic noise is introduced to assess overall robustness. The initial crite-
rion for robustness is established just when this type of noise is 

incorporated into the proposed system. In a similar manner, both testing 
and training examples are analyzed for robustness features, resulting in 
modifications during iterations at both points, where total degradation 
can be noticed.

Fig. 10 presents a comparative examination of robustness between 
the existing and proposed approaches. Fig. 10 indicates that total 
robustness is diminished in the planned approach relative to existing 
models [7]. Due to diminished robustness, the level of security is 
heightened, allowing the entire biometric system to adapt to changes 
while enhancing confidence among diverse users. To validate the results 
of robustness, the number of iterations studied are 10, 20, 30, 40, 50, 60, 
70, 80, 90, and 100, during which interpretable forms are progressively 
diminished until a constant value is attained. In the proposed method, 
robustness is diminished to 9, 8, 7, 6, and 4, after which constant values 
are attained; conversely, in the existing approach, robustness persists at 
23, 22, 22, 21, 21, 20, 17, and 16, thereafter obtaining constant values. 
Consequently, when interpretable data forms diminish, it becomes 
feasible to offer low robustness for all fabricated data at minimal 
repetitions.

6.2. Case study 2: Space complexity

This case study examines and discusses the complexity representa-
tions for the storage of biometric patterns. As each input pattern is 
associated with image representations, a greater quantity of storage is 
required, resulting in an increase in the time taken for each input state. 
Therefore, to diminish complexity, the input pixels for biometric pat-
terns must be minimized; concurrently, the recognition instances must 
be increased to ensure data privacy is upheld. Furthermore, the 
computational complexities must be examined in this context, where 
substantial quantities of intermediate biometric patterns can be retained 
without failure, hence facilitating feature reduction scenarios. Utilizing 
the proposed method for data processing results in reduced storage re-
quirements compared to raw data, while simultaneously preserving the 
dimensionality of the data without alterations.

Fig. 11 depicts the results of space complexity for both the proposed 
and existing methodologies. Fig. 11 demonstrates that the proposed 
strategy significantly reduces space complexity in comparison to the 
existing model. The primary reason for the decrease in complexity is that 
the suggested method facilitates both training and inference for syn-
thetic data while simultaneously minimizing model size. To validate the 
results of space complexity, only the optimal epoch is taken into account 
from the total iterations, with step sizes modified to 20, 40, 60, 80, and 
100. Additionally, both peak and average memory capacities are spec-
ified to inform users about the quantity of generated biometric patterns Fig. 10. Comparison of robustness for varying number of iterations.

Fig. 11. Space complexity reductions with best epoch conditions.
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and synthetic data. Thus, for the specified era, the suggested method 
demonstrates a low space complexity of 22%, 16%, 12%, 9%, and 6%, 
while the present methodology exhibits a space complexity of 40%, 
37%, 32%, 28%, and 25%, respectively.

6.3. Case study 3: Time complexity

As more amount of data needs to be processed after recognizing the 
biometric patterns it is necessary to observe variations in time as com-
plex patterns requires more time for carrying out certain transmissions. 
In real time whenever the patterns are simple then at the input side it is 
possible to connect each data transmissions at reduced time period. But 
in case if the biometric pattern changes and if complex patterns are 
provided then the time for input unit recognition will be much higher 
therefore the process of data transmission faces more amount of delay. 
Moreover the interface units in the process of biometric recognition is 
highly complex and it is possible to create internal delays as the process 
of visualization changes with respect to complex time periods. In addi-
tion the upper bound of explainable artificial intelligence must be 
reduced to prevent all complex cases thereby recognizing individual 
data at corresponding time periods thus it is possible to reduce delays for 
changing input size patterns.

Fig. 12 illustrates the comparison of time complexity for proposed 
and existing approaches. From Fig. 12 it is pragmatic that time 
complexity is reduced in projected approach with explainable artificial 
intelligence as compared to existing technique that process the data with 
only learning models that directly provides the task to end users. The 
major reason for reduced complexity is that same number of biometric 
operations are reduced that includes different symbols and in case of 
processing unit if same symbols are recognized then it is completely 
removed. To verify the outcomes of time complexity total number of 
iterations are considered as 10,20,30,40,50,60,70,80,90 and 100 where 
all iteration period corresponds to different complexity metrics. Hence 
for the above mentioned iterations time complexity is observed to be 
7.9,6.7,6.1,5.4,5.1,4.9,4.7 and 4.6 s for existing method whereas in 
projected approach with explainable artificial intelligence the 
complexity of biometric pattern recognitions are reduced to 2.2,2,1.6 
and 1.4 s respectively. Therefore the complexity remains constant at 
initial iteration period in proposed model but in existing approach due 
to learning tasks that are directly connected with output unit it is 
observe that only after 80th iteration constant observations are reached.

7. Conclusions

The security framework essential for the development and storage of 
data units exists in many configurations and must remain inaccessible to 
unauthorized users. The biometric patterns can be supplied with 
comprehensive recognition, allowing for complete orientation when the 
input units are processed for data access. The suggested method captures 
biometric patterns by utilizing diverse image sets and employs texture 
representations for data access by end users. Upon accessing the bio-
metric patterns, artificial data is generated via explainable artificial 
intelligence, hence optimizing the conversion of original data. Further-
more, all interpretable formations that hinder access to biometric pat-
terns are monitored by distance representations, hence enabling the 
provision of comparable decisions at output units. Conversely, addi-
tional parametric optimizations are conducted by creating requisite 
samples, hence minimizing the potential for reconstructions, ensuring 
that the original biometric patterns remain unaltered. Similarly, the 
spectrum of biometrics can be expanded to facilitate additional flows, so 
enabling each user to access requisite data within appropriate time in-
tervals. If the biometric patterns match, comprehensive data will be 
created, allowing for easier identification of similarity compared to 
other systems that process data without synthetic input.

To observe the outcomes in real time for considered biometric pat-
terns with synthetic data four scenarios and three case studies are 
implemented. For all scenarios a real time (equivalent) simulation setup 
is considered where for maximum number of captured images percent-
age of flows are increased to 89% in proposed approach. Similarly for 
subsequent scenarios due to reduced reconstructions percentage of 
generated data is increased to 96% and additionally with the number of 
incorrect processing systems number of data transmission is minimized 
to 1% which makes 96% of data to be distributed with correct patterns. 
In future the proposed method can be extended with advanced data 
generation techniques by following mitigation strategies where cross 
domain transferability will be provided.

7.1. Policy implications

In various industries the data analytics plays an important role by 
introducing privacy preserving innovations where all regulatory and 
ethical policies must be followed in securing more amount of data. 
Moreover in real time the industries can train all critical data with 
synthetic data representations as artificial intelligence technique is 
involved without any risk to exposure of data that is present in various 
application platforms.
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DeepCOMBI: explainable artificial intelligence for the analysis and discovery in 
genome-wide association studies, NAR Genom. Bioinforma. 3 (2021) 1–21, https:// 
doi.org/10.1093/nargab/lqab065.

[17] Z. Xiang, Z. Huang, K. Khoshelham, Synthetic lidar point cloud generation using 
deep generative models for improved driving scene object recognition, Image Vis. 
Comput. 150 (2024) 105207, https://doi.org/10.1016/j.imavis.2024.105207.

[18] A. Kerim, U. Celikcan, E. Erdem, A. Erdem, Using synthetic data for person tracking 
under adverse weather conditions, Image Vis. Comput. 111 (2021) 104187, 
https://doi.org/10.1016/j.imavis.2021.104187.

[19] L. Cascone, C. Pero, H. Proença, Visual and textual explainability for a biometric 
verification system based on piecewise facial attribute analysis, Image Vis. 
Comput. 132 (2023), https://doi.org/10.1016/j.imavis.2023.104645.
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