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Can a novel computer vision-based framework detect head-on-head impacts during a 

rugby league tackle? 

Abstract 

Background: Head-on-head impacts are a risk factor for concussion, which is a concern for 

sports. Computer vision frameworks may provide an automated process to identify head-on-

head impacts, although this has not been applied or evaluated in rugby. 

Methods: This study developed and evaluated a novel computer vision framework to 

automatically classify head-on-head and non-head-on-head impacts. Tackle events from 

professional rugby league matches were coded as either head-on-head or non-head-on-head 

impacts. These included non-televised standard-definition and televised high-definition video 

clips to train (n=341) and test (n=670) the framework. A computer vision framework consisting 

of two deep learning networks, an object detection algorithm and 3D Convolutional Networks, 

was employed and compared to the analyst coded criterion. Sensitivity, specificity, and 

positive predictive value were reported.  

Results: The overall performance evaluation of the framework to classify head-on-head 

impacts against manual coding had a sensitivity, specificity, and positive predictive value (95% 

confidence intervals) of 68% (58% to 78%), 84% (78% to 88%) and 0.61 (0.54 to 0.69) in 

standard-definition clips, and 65% (55% to 75%), 84% (79% to 89%) and 0.61 (0.53 to 0.68) 

in high-definition clips. 

Conclusion: The study introduces a novel computer vision framework for head-on-head 

impact detection. Governing bodies may also use the framework in real-time, or for 

retrospective analysis of historical videos, to establish head-on-head rates and evaluate 

prevention strategies. Future work should explore the application of the framework to other 

head-contact mechanisms, and also the utility in real-time to identify potential events for 

clinical assessment. 



What is already known on this topic 

Head contact and collisions are a risk for concussion and head injuries. Computer vision 

techniques exist in other disciplines to automatically identify heads. Applying this to rugby, 

could as a practical solution, enabling stakeholders like governing bodies to assess the 

frequency, timestamp, and incidence of such events during matches using video-based data. 

What this study adds 

The study introduces and validates a novel computer vision framework for detecting head-on-

head impacts in rugby league. Despite a sensitivity of 68%, the framework shows competitive 

sensitivity compared to wearable sensors currently being used in collision sports. 

How this study might affect research, practice, or policy 

The framework enables non-intrusive monitoring of potential head injuries, eliminating the 

need for player cooperation, unlike wearable sensors. Given the lack of alternative methods 

for retrospective analysis aside from manual video analysis, the framework can be applied to 

create datasets related to head-to-head impact exposure rates. These datasets can inform 

research organizations and governing bodies in shaping policies and evaluation ongoing 

interventions. 



Introduction 

Head impact exposures are a concern for many sports (e.g., rugby, soccer, American football) 

due to their potential to increase the susceptibility to negative clinical outcomes such as 

concussion[1] and/or neurodegenerative disease in elite-level athletes.[2] Rugby League is an 

international full-contact sport[3] with relatively high rates of concussion and head impacts 

during match play.[4]  During match play, head impacts with the potential for concussion are 

identified by a side-line or an offsite video review process, or via direct observation. As part of 

the in-game evaluation process players suspected of having sustained a concussion are 

removed from play for a Head Injury Assessment (HIA).[5] Tackle-related HIAs and medically 

diagnosed concussions occur most commonly from head-on-head impacts, followed by head-

to-shoulder, and head-to-hip impacts.[6, 7] Following the retrospective review of tackle events, 

there are some occasions where players may have required an HIA.[8] Therefore, establishing 

valid, reliable, and practically feasible methods for identifying head impact exposure from 

video footage is likely beneficial both for later HIA review and longer-term head impact 

exposure monitoring.  

An approach to identifying head contact events that have been increasingly adopted is the 

use of wearable sensors[9] which are typically embedded within helmets (e.g., Head Impact 

Telemetry System [HITS])[10]) or instrumented mouthguards.[11] These can measure both 

the kinematics and frequency of head impacts or head accelerations.[11] However, there are 

currently several barriers to the adoption of wearable sensors for real-time identification in 

sports. Manual video verification is often required to confirm sensor-recorded head 

impacts.[12] Wearable sensors are also dependent on financial and logistical resources, 

limiting their feasibility. Significant research advancements have been made in the application 

of head detection and head tracking using computer vision in surveillance systems.[13] To 

overcome the challenges of wearable sensors and given their recent advancements, deep 

learning and computer vision techniques can be developed for sports application. This may 

provide an additional, accessible, and scalable method to identify the frequency of head 

impacts. This has previously been demonstrated in the identification of soccer headers during 

match play, achieving 21% precision.[14] 

Rugby league has not investigated the capability of computer vision to automatically identify 

when a head-on-head impact occurs between two players. This is important as head-on-head 

impacts have the highest risk for HIAs.[6] The capability to automatically detect these events 

poses a possible practical solution for rugby league and other sports to allow stakeholders 

(e.g., match officials, doctors) to evaluate the frequency, timestamp, and incidence of head-



on-head events that occur during a match using only video-based data. Therefore, this study 

aims to introduce a novel computer vision framework for automatic head-on-head impact 

classification. It also aims to establish the validity of the framework to correctly classify head-

on-head impacts against a video analyst criterion using single-view broadcast video from 

professional rugby league matches.  

Methods 

In this study, a framework to detect head-on-head impacts from videos is proposed and 

evaluated against video analysis. The proposed framework consists of two deep-learning 

models: the head detection model and the impact classification model (Figure 1c). The 

framework takes video as input, uses a head detection model to detect players’ head frame-

by-frame and then classifies an impact. In the current study, this framework was applied to 

both standard definition (SDTV) and high definition (HDTV). The details of the two deep-

learning models that compose the framework and datasets used to train and evaluate each 

model and framework are described below. Ethics approval was gained from the institutions’ 

review board for the use of publicly available video data (REF: 100411). Patients and/or the 

public were not involved in the design, conduct, reporting, or dissemination plans of this 

research. 

****Insert Figure 1 here**** 

Tackle events from rugby league matches (2021 European Super League season and 2020-

2022 Australian National Rugby League [NRL] season) using non-televised standard-

definition (SDTV) and televised high-definition (HDTV) were coded by an experienced (>10 

years) rugby league video analyst as either head-on-head or non-head-on-head impact events 

and randomly selected to train and test the framework (Figure 1b). The analyst’s coding of 

head-on-head impacts was deemed as the criterion measure to evaluate the validity of the 

automated framework allowing the determination of true-positive, false-positive, true-negative, 

and false-negative performance of the framework. A head-on-head impact was defined as 

direct contact by one player’s head on another player’s head (opponent or teammate), 

resulting in a visible change in the trajectory of the head. A non-head-on-head impact was 

defined as a tackle event where the players do not have a head-on-head collision. To establish 

the intra-rater reliability of the analyst to code a head-on-head impact or a non-head-on-head 

impact, a random sample of 50 videos were re-coded following a 30-day washout period. 

Reliability statistics of 0.94 Kappa with almost perfect agreement were observed.[15]  



The required sample size and test-sets allocation were computed for a positive predicted value 

(PPV) with power assumed as 80% at the 5% level.[16] The anticipated sensitivity and 

specificity for the calculation of sample size were assumed as 0.70 and 0.75 respectively.[17] 

The prevalence in the population of interest was estimated by randomly sampling 13 matches 

from the 2021 Super League season and determining the frequency of head-on-head impacts 

(n = 90) and the total number of tackles (n = 4191) to determine their ratio (prevalence: 

90/4191 = 0.02). Consequently, to achieve the power of 80% with a prevalence of 0.02 and 

an anticipated sensitivity and specificity of 0.70 and 0.75 respectively, the total number of 

samples required is ≥335 with the number of positives ≥92 and the number of negatives 

≥243.[16]  

Two samples were created to train and test the validity of the framework (Figure 1b). The 

SDTV sample included videos recorded at a frame size of 1280x720 pixels and a frame rate 

of 25 frames-per-second (fps). The HDTV sample included videos recorded at a higher frame 

size of 1920x1080 and a frame rate of 25 fps. These were created to explore the potential 

effects of video quality on the performance of the framework. The number of total videos with 

their number of samples in the train and test dataset split are also shown in Figure 1b.  

The head detection model takes an input image and outputs the bounding box coordinates of 

an object (head) by detecting its instance within the image. Dataset for the training of Head 

detection model – CrowdHuman is an annotated and large human and head detection dataset 

consisting of 19,370 images (15,000, 4,370 for training and validation respectively). [18] The 

CrowdHuman has ~340k heads annotated in the 19,370 images of the dataset which is 

considerably larger than other available datasets. Hence CrowdHuman dataset was chosen 

for training the head-detection model.  

In this study, the You only look once version 7 (YOLOv7) object detector[19] which has the 

highest accuracy among all known real-time object detectors[20] was used to detect players’ 

heads using bounding boxes. The model was trained on the CrowdHuman dataset for 300 

epochs with a batch-size of 8 and each image was resized to 640x480 pixels using OpenCV 

package[21] in Python. The number of classes was also changed to 1 (head) from the 80 in 

the original model. The calculation of new anchor boxes was done using k-means.[22] The 

performance of the YOLOv7 model in CrowdHuman was evaluated by using mean average 

precision (mAP)[23] and the performance of YOLOv7 on the SDTV and HDTV samples was 

also evaluated by using the mean average precision against random 1000 images from the 

total images annotated manually using Microsoft Visual Object Tagging Tool (VoTT)[24] to 

establish the true bounding box coordinates of players’ head.  A mean average precision 



calculated the average precision value for recall value range over 0 to 1 with values closer to 

1 considered excellent.  

In the current study 88,000 images from 352 training videos across both samples were 

annotated automatically to establish the bounding box coordinates of the player’s head in each 

image using the above-trained YOLOv7 model. These images encompassed a wide variety of 

scenarios, ranging from various stadiums, lighting situations, camera angles, player-head 

sizes, positions, and skin tones to instances of players wearing head protective gear, as well 

as images featuring partially occluded player-heads. 

The tackle videos with head-on-head impacts (219 in SDTV and 41 in HDTV [Figure 1b]) were 

used to find the impact image. From the 260 selected videos, an array of 9 images (the image 

frame containing the impact plus 4 frames before the impact frame, and 4 frames ahead of 

the impact frame) were filtered resulting in 2,300 images. Finally, the images were split 

randomly into training and validation sets and used to train and validate the impact detection 

model. The input data for the classification model was head detection from 9 images and head 

detections were cropped to 128x128 size to improve processing speed. Several methods of 

image-data augmentation such as horizontal flip, coarse dropout, grid mask, shift scale, rotate, 

blur and random brightness contrast were used to prevent the possibility of overfitting. Lastly 

to classify head-on-head or non-head-on-head impacts, a 3D Convolutional Neural Network 

(CNN)[25] was used because of the movement of the kernel in three dimensions to capture 

the depth. It is crucial as it enables the model to extract spatiotemporal features effectively, 

capturing the dynamic nature of head movements and enhancing the accuracy of head-on-

head impact classification. 

The dataset comprises cases, specifically head-on-head impacts, and controls, which are non-

head-on-head impacts. The framework's evaluation involves calculating sensitivity, specificity, 

and positive predictive value (PPV) based on true positives, false positives, true negatives, 

and false negatives. These values are determined by comparing the classifier's output against 

the video analyst's coding of head-on-head and non-head-on-head impacts. The sensitivity, 

specificity, and positive predictive value (PPV) range over 0 to 1 with values closer to 1 

considered excellent. 

Results 

The performance of the head detection model in the CrowdHuman dataset used to train the 

model for automatic annotation of a player’s head had a mean average precision of 0.752. 



Secondly, the performance of the model in the SDTV and HDTV samples against the random 

500 images was similar with mean average precision at 0.751 and 0.771, respectively. 

Table 1 presents the results of the validity analysis. Sensitivity, specificity, and PPV was 68% 

(58% to 78%), 84% (78% to 88%) and 0.61 (0.54 to 0.69) in SDTV, and 65% (55% to 75%), 

84% (79% to 89%) and 0.61 (0.53 to 0.68) in HDTV video clips using the Impact Detection 

Framework. 

****Insert Table 1 here**** 

****Insert Figure 2 here**** 

Discussion 

In this study, a novel computer vision framework for the detection of head-on-head impacts 

was applied for the first time and validated using rugby league tackle videos. The proposed 

framework uses only single view video and deep learning models to identify head-on-head 

impacts at a sensitivity of 68% (66% to 71%). The most comparable previous computer vision 

study to head-on-head identification carried out in rugby is the automatic detection of high-risk 

tackles (e.g., a tackle that resulted in an HIA) using a computer vision framework performed 

at 62.5%[26] and 50%[27] respectively. The head-on-head impact detection framework could 

have outperformed the rugby studies because it did not rely on pose estimation models. 

Avoiding pose estimation models eliminates the potential inaccuracies with estimating player 

positions in tackle scenes due to occlusions, leading to more accurate and efficient detection 

of impacts. However, the drawback is that this approach is limited to detecting only head-on-

head impacts and cannot identify all types of impacts. In soccer, the automated detection of 

headers using a computer vision framework performed at a 21.1% precision.[14] The 

framework exhibits superior performance than other studies using computer vision in sports. 

Therefore, the current framework has promise as a low-cost practical solution to identify head-

on-head impacts that researchers and governing bodies could use for head-on-head impact 

monitoring.  

In contrast to computer vision, instrumented mouthguards have a sensitivity of 40 to 75% for 

head acceleration events during rugby league tackle events.[11] The head-on-head Impact 

Detection framework in the current study had better sensitivity performance than two 

instrumented mouthguard products (40% and 51%).[11] However, the sensitivity in the 

instrumented mouthguard study was for all rugby league impact events (i.e., not only head-

on-head). All mouthguards would likely have higher sensitivity than computer vision when only 

head-on-head impacts are considered. This is because the magnitude of head accelerations 



during head-on-head events will likely be higher than when considering all rugby league tackle 

events. These findings suggest that further development is required for the framework to 

replace wearable sensors such as instrumented mouthguards. However, it has applications 

where wearable sensors cannot be used such as for retrospective analysis of historical video 

data by research organizations and governing bodies. To address the false positives and 

negatives in resource-limited longitudinal monitoring, statistical models like Bayesian methods 

can be utilized.[29] These models can incorporate uncertainty and error rates into their 

calculations, providing more robust head-on-head rate changes over time. 

The false positive rate (SDTV 0.16 and HDTV 0.17; Table 1)and false negative rate (SDTV 

0.32 and HDTV 0.35; Table 1) shown in this study suggest that the current framework will 

underestimate rather than overestimate the number of head-on-head impacts. The current 

false-positive and false-negative rates highlight that the model cannot be used as a standalone 

method for detecting head-on-head impacts in rugby league. However, with the availability of 

pitch side review in rugby codes, the current model could be implemented to support the 

identification of potential head-on-head events that may be missed due to human error. The 

necessity for further refinement and rigorous validation to ensure reliable performance in real-

world scenarios is required for its use as a standalone method to identify possible injury. 

Possible explanations for the false negative performance of the current framework can be 

attributed to the single-view broadcast footage that changes constantly to follow the ball. This 

causes blurry images and provides limited video footage at an individual player’s level. This 

can be further influenced by the focus of the players in the video recording (e.g., camera does 

not appropriately zoom in on the tackle event). Therefore, it is recommended that higher 

frames per second (e.g., 60 fps vs the 25 fps used in this study) are used for video recordings 

to reduce blurry images, and also the video capture uses an appropriate zoom on each tackle 

event which would likely improve false positive performance.[30] A possible solution is also 

integrating the framework live with commercially available higher rate video analysis software 

for pitch side analysis. For example, World Rugby uses higher definition and greater frames 

per second (FPS) than standard broadcast footage and holds the potential to significantly 

enhance performance. The improved quality and granularity of images could lead to more 

accurate detection and classification of head impacts, thus further reducing false positives and 

negatives. 

Although the introduction of HIA check or video review was important for player welfare, there 

is a need to continually enhance systems and procedures by providing solutions for current 

deficiencies such as a doctor or pitch-side reviewer missing a head-on-head impact and 



potential HIA event. It is important to highlight that the false-positive identification of head-on-

head impacts by the framework could be easily addressed by the practitioners through a quick 

secondary review. While the existing framework may not be a completely automated solution 

for stakeholders in its current form, it would have the utility to flag events for possible HIAs 

retrospectively to minimize the probability of overlooking an HIA incident through human 

review alone. However, the frequency that the framework identifies such events above that 

identified by human review requires future investigation. Future work should also explore how 

the framework can be used to flag events for HIA check in real-time. There are also situations 

whereby there is no sensor data available, and the only method of generating head impact 

exposure data within-matches and between-matches is to manually video analyse their 

presence/absence during each tackle event which is extremely labour intensive. Equally, there 

is often a lack of lack of resources in governing bodies for retrospective video analysis. This 

can limit data generation to cross-sectional evaluations of exposure. Therefore, the framework 

allows practitioners to oversee possible head injuries in a non-intrusive manor, eliminating the 

need for player cooperation unlike wearable sensors. Given that historical video data is stored, 

it is possible that the framework could provide an approach to generating retrospective and 

longitudinal datasets of head-on-head exposure rates. These datasets can then be utilized by 

research organizations and governing bodies to inform policies and provide insights into head-

on-head exposure rates and how they might change over time. However, future work is 

needed to consider the false positive/negative rates identified in the current study, and how 

these can be considered in the analysis using statistical models like Bayesian methods[29] 

and interpretation of changes in exposure over time using this framework.   

Given this is the first to apply computer vision in rugby league for detection of the head-on-

head impacts, there are several limitations and considerations for future development to 

consider. In this study, the YOLOv7 head detection model outperforms another published 

object detector by ~0.15[31] with a mean average precision of 0.752 in the CrowdHuman 

sample, as well as SDTV and HDTV samples. The study findings agrees that the current 

leading object detector for head detection is YOLOv7 and can be used to automate the 

annotations of players’ heads. The use of YOLOv7, which provides automated head detection, 

can also save time by avoiding manual annotation of players’ heads in videos to train the head 

detection model. However, the detection accuracy of the model could be further improved by 

using convolutional filters of larger receptive size to model context.[32] This would help in 

crowded scenes such as during a rugby league tackle, as players’ heads often resemble 

inconsequential objects (with no clear boundaries of players’ heads) and therefore appear 

homogeneous. In addition, context-sensitive prediction module (CPM) augmentation on top of 

each Feature Pyramid Network could also be used to improve head detection.[33] This is 



because the detection of players’ heads in a rugby league tackle is considered as the detection 

of many small-sized adjacently placed objects and the use of transpose convolution on 

features[34] has shown promise in the broader head detection literature. Such approaches 

could assist in further improving the performance of the head detection model and therefore 

improve the performance of the head-on-head impact detection model. Occlusion of players’ 

heads in the tackle scene is also a major limitation, as it impacts the performance of head 

detection. Hence, increasing the number of camera angles used to record game play will 

reduce occlusion of players and improve the performance of head detection.    

Another inherent limitation of this framework is its inability to yield impact kinematics. A 

potential solution with promise involves combining wearable sensors like instrumented 

mouthguards with the suggested video-based framework. Comprehending head impact 

exposure requires a grasp of both frequency and kinematic details alongside video context 

(e.g., role of player, impacting object) that are not measurable by instrumented mouthguards. 

The framework could also be used by researchers and video analysts to streamline sensor 

verification and sensors can measure the head kinematics of verified impacts. The current 

solution also falls short in delivering exposure at the level of individual players due to its 

incapacity to recognize the players participating in each tackling event. Hence, aside from 

eliminating false-positive and false-negative identifications, additional video analysis would be 

required to calculate exposure for individual players. In the present study, the framework solely 

captures head-on-head impacts that take place within the context of tackle events. Despite 

this event being the primary source of HIAs,[6] impacts caused by other areas (such as the 

shoulder or knee) and impacts outside the camera's field of view will remain undetected, 

possibly resulting in an under-reporting of head impact frequency. 

Conclusion 

The study introduces a novel computer vision framework for detecting head-on-head impacts 

in rugby league videos. The framework exhibits superior performance at 68% sensitivity 

compared to other computer vision studies in sports.  The framework enables non-intrusive 

monitoring for potential head injuries by eliminating the requirement for player cooperation, 

unlike wearable sensors. It provides efficient head detections, saving manual annotation time. 

In the absence of alternative methods for retrospective analysis beyond manual video 

analysis, the framework offers a cost-effective solution for generating datasets on head-to-

head impact exposure rates. These datasets will offer valuable information for governing 

bodies to shape policies and gain insights into head-on-head exposure rates. In conclusion, 

the study provides data on the strengths and limitations of a computer vision framework for 

head-on-head impact detection during a rugby league tackle.  
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Table 1. Results of the Impact Detection Framework for 335 Standard-definition (SDTV) and High-definition 

(HDTV) test dataset videos. 

SDTV HDTV 

 True Head-On-

Head (positive) 

True non-head-on-

head (negative) 

 True Head-On-

Head (positive) 

True non-head-on-

head (negative) 

Test Head-on-head 

(positive) 

63 True Positive 40 False Positive 60 True Positive 38 False Positive 

Test non-head-on-

head (negative) 

29 False Negative 203 True Negative 32 False Negative 205 True Negative 

Total 92 243 92 243 


