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ABSTRACT Automatic Personality Recognition (APR) has received much attention in recent years due to
its wide range of important applications across various fields. The growing use of online social networks
provides valuable opportunities for APR, as a strong correlation has been found between what users post
on these platforms and their personality traits. Consequently, various APR models have been developed to
infer the Big Five personality traits from social media user-generated texts. However, most of these models
heavily relied on hand-crafted features, which are unable to capture deep contextual information and learn
complex patterns from texts. More importantly, the performance of text-based APR is still unsatisfactory,
especially at the level of each personality dimension. To tackle this issue, we propose a new model, called
APR_ConvLSTM, that aims to improve text-basedAPR performance by integrating two robust deep learning
architectures: CNN and Bi-LSTM. Unlike existing APR models, the APR_ConvLSTM is a unified end-
to-end model where all personality traits are predicted simultaneously and effectively without a need for
laborious feature engineering. We also developed a new labeled Big Five personality dataset, called X-Big5,
which has been in need for a long time in the APR field. Extensive experiments on the X-Big5 and a publicly
available benchmark dataset (PAN-2015 Author Profiling) demonstrate the promising performance of our
model over its contenders. Overall, the proposed model achieved the highest Accuracy and F-1 score of
79.51% and 86.54% on the PAN-2015 dataset and 87.95% and 81.35%, respectively, on the X-Big5 dataset.
Moreover, it shows promising performance over its competitors, with the highest average Accuracy and
F-1 score of 79.01% and 80.56%, respectively, on the combined dataset. The model reached competitive
results in predicting Openness, Extraversion, Agreeableness, and Neuroticism traits with the highest F1
scores of 88.60%, 77.35%, 76.16%, and 74.52%, respectively, on the combined dataset. The proposed model
can positively impact the analysis of social media text generated by different users and help identify their
personality traits.

INDEX TERMS Automatic personality recognition, big five personality traits, convolutional neural
networks, long-short term memory, social media texts.

I. INTRODUCTION
Personality is one of the fundamental concepts in the
psychology field, profoundly affecting human behavior and
distinguishing individuals from each other. Throughout the
long history of personality psychology, which is traced back

The associate editor coordinating the review of this manuscript and

approving it for publication was Mostafa M. Fouda .

to 1937, different theories and models have emerged to
understand and conceptualize the structure of personality [1].
Some of the common examples of such models include All-
port’s Trait model [2], Myers-Briggs Type Indicator (MBTI)
[3], HEXACO model [4], Psychoticism, Extraversion, and
Neuroticism (PEN) model [5], and Big Five model [6].
However, the Big Five model, also known as the Five-Factor
model, is considered the most comprehensive and widely
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TABLE 1. Big five personality traits.

acceptedmodel in all psychology. This model assumes that an
individual’s personality can be measured by considering only
fivemain traits, also called personality dimensions, which are
Extraversion, Conscientiousness, Openness, Agreeableness,
and Neuroticism [see Table 1].

Indeed, the role of personality is not only limited to
explaining one’s behavior but also extends to affect dozens
of human life outcomes such as interpersonal skills and
social relations [7], [8], job performance [9], [10], job
satisfaction [11], choices [12], preferences [13], physical
health [14], mental and psychological disorders [15], [16].
Additionally, being able to effectively detect a user’s Big
Five personality traits has been found to significantly
benefit a broad range of academic and industrial appli-
cations including: marketing strategies [17], job screen-
ing [18], social networks analysis [19], recommender
systems [20], sentiment analysis [21], specialized health-
care and guiding [22], political forecasting [23], to name
a few.

Thus, Automatic Personality Recognition (APR), one of
the basic tasks in Personality Computing [24], has attracted
wide attention in recent years, especially with the growing use
of social network platforms. In particular, the proliferation
of User-Generated Content (UGC) and self-disclosed infor-
mation on these platforms provide valuable opportunities for

the APR [25], [26], [27], [28], [29]. Among various types
of valuable content, textual data has been repeatedly found
to significantly correlate and indicate a user’s personality
traits. For example, Tadesse et al. showed that users with
high extraversion tend to use more positive emotional words
and 2nd and 3rd person-singular pronouns, while those with
high neuroticism frequently use negative emotion words
and singulars first-person pronouns (e.g., I, mine, me)
[30]. Yuan et al. found that conscientiousness has a negative
relationship with the words corresponding with the cognitive
process, such as insight or self-reflection words (e.g.,
know and realize) and certainly words (e.g., absolute and
always) [31].
Consequently, APR based on social media users’ texts

has received great research interest in the last decade [30],
[31], [32], [33], [34], [35], [36]. The main concern of
this task is to effectively infer the underlying personality
dimensions of users from their generated texts. According to
recent surveys [25], [37], existing text-based APR methods
can mainly be classified under two categories: machine
learning-based methods and deep learning-based methods.
Most prior works [e.g., [30], [32], [33], [36], [38] are
based on machine-learning methods where hand-crafted
features such as bag-of-words, lexical features, stylistic
features, and other statistical features are used along with
classical machine-learning classifiers such as Support Vector
Machines (SVM), Naïve Bayes (NB), Logistic Regression
(LR). However, the performance of this approach heavily
relied on finding the optimal synthesis of hand-crafted
features that can explain and predict personality, which is
labor- and time-intensive. Additionally, shallow text-based
APR models are unable, to some extent, to capture deep
contextual information and complex patterns from texts,
making them unable to handle common textual- issues (e.g.
polysemy).

Recently, deep learning-based models have achieved
remarkable performance improvement in different fields,
such as health Informatics [39], computer vision [40], and
Natural Language Processing (NLP) [41]. Convolutional
Neural Networks (CNNs) [42] and Recurrent Neural Net-
works (RNNs) [43] are the most prevailing types of deep
learning networks in the NLP context. CNNs, which are
mainly used in computer vision, achieved a good performance
in extracting meaningful local features by moving filters
(i.e., kernels) over different text regions. On the other hand,
RNNs have been proposed to handle time-sequential data,
such as texts, by using a recurrent hidden state that captures
and passes useful contextual information between inputs.
Although RNNs are suitable for different NLP applications,
they suffer from vanishing and exploding gradients when
processing long sequences, making them unable to capture
long-term dependencies between inputs [44]. Alternatively,
Long-Short Term Memory (LSTM) [45], one of the best
variants of RNNs, is designed to eliminate the risk of gradient
disappearance by adding a series of memory cells and gate
units.
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Despite the impressive success of deep learning methods
with different NLP tasks, utilizing them to improve the
performance of text-based APR has gained little research
attention. The existing efforts are often based on a single
deep-learning architecture [31], [46], [47], [48], [49], [50],
which alone cannot fully benefit from rich textual information
posted on social media platforms. For example, Yu et al.
employed CNN with multiple convolutional filters to extract
local patterns from Facebook status [50]. However, this
CNN architecture cannot learn sequential correlation and
contextual dependencies between input data. Additionally,
and more importantly, the performance of APR from social
media texts is still unsatisfactory, especially at the level of
each personality dimension.

To tackle the above issues, a new text-based APR model,
called APR_ConvLSTM, has been developed, aiming to
improve APR performance by integrating the individual
merits of both CNN and LSTM networks. The choice of
CNN and Bi-LSTM architecture was motivated by their
complementary strengths and individual success achieved
with different NLP tasks. Specifically, we used the CNN
layer to extract informative patterns (i.e., n-gram1 features)
and reduce the dimensionality of feature maps. Then,
feature sequences obtained from the CNN will be fed into
a bidirectional-LSTM (Bi-LSTM) layer to learn semantic
textual features and long-term dependencies between inputs.
Here, Bi-LSTM is used instead of the standard unidirectional
LSTM due to its ability to access both the preceding and
succeeding context information of input sequences [51].
Notably, most APR approaches treat personality dimensions
separately by training a model for each dimension. Unlike
such approaches, the APR_ConvLSTM is designed to be
a unified end-to-end APR model by decomposing the
output layer into five independent parallel layers in which
all personality dimensions are predicted simultaneously.
Moreover, the APR_ConvLSTM model has a worthwhile
advantage as it is free from the feature engineering process,
which is a labor- and time-intensive task.

In addition, APR from social media texts lacks the
availability of well-annotated benchmark datasets. To date,
only two textual datasets have been publicly available for
academic use: the MBTI dataset [52], which is annotated
according to the MBTI personality theory’s dimensions,
and the PAN-2015 Author Profiling dataset [53], which
is annotated with the Big Five personality dimensions.
Therefore, in this work, we collected a new real-world
personality dataset from the X platform, one of the most
popular social media channels worldwide, namely theX-Big5
dataset. The dataset comprises a set of users’ tweets labeled
with their ground-truth Big Five personality dimensions.

Extensive experiments have been conducted on the
PAN-2015, X-Big5 dataset, and a combined set of them. The
results showed that the proposed model APR_ConvLSTM
can effectively improve APR performance at each personality

1N-grams are contiguous sequences of n words from a given text.

dimension and significantly outperform other baseline meth-
ods.

A. RESEARCH OBJECTIVES
The main objective of this work is to propose a new APR
model, named theAPR_ConvLSTM, aiming at improving the
performance of the APR from social media user-generated
texts and reducing the dependence on feature engineering.
To achieve this main objective, a set of sub-objectives will
be addressed in this work as follows:

1) Building a unified end-to-end deep learning-based
APR model to effectively and simultaneously infer the
Big Five personality traits from social media texts.

2) Collecting a new real-world dataset for the text-based
APR field.

3) Evaluating the performance of our model in predicting
each personality trait (i.e., openness, conscientious-
ness, extraversion, agreeableness, and neuroticism) in
terms of four evaluation metrics: accuracy, precision,
recall, and F1-score.

4) Comparing the performance of the proposed model
against traditional machine-learning methods.

5) Comparing the performance of the proposed model
with state-of-the-art deep learning-based APR models
and evaluating if the improvements achieved are
statistically significant using a statistical t-test analysis.

B. RESEARCH QUESTIONS
Based on the above discussion, this research mainly focuses
on answering the following research questions:

RQ1: Does the proposed APR_ConvLSTM outperform
traditional machine-learning methods in predicting the Big
Five personality traits from social media text?

RQ2: Can the proposed APR_ConvLSTM model improve
the performance of the APR from social media texts in
terms of each personality dimension, compared to the
state-of-the-art deep-learning APR models?

C. RESEARCH CONTRIBUTIONS
This research makes the following contributions to this field
of study:

1) We devise a new APR deep network model
APR_ConvLSTM, which integrates CNN and Bi-
LSTM architectures, to effectively predict the Big
Five personality traits from social media users’ texts.
The APR_ConvLSTM has two main advantages over
existing APR models: a) It is a unified end-to-
end model where all the personality dimensions are
predicted simultaneously and independently from each
other instead of training multiple APR models, one for
each dimension. b) It learns contextual features and
complex linguistic patterns from texts without a need
for a laborious feature engineering process.

2) Introducing a real-world personality dataset for the
text-based APR task composed of a set of social media
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users’ posts annotated with their Big Five personality
dimensions.

3) We conducted extensive experiments on two real-world
datasets and a combined version of them, which
clearly show the competitive performance of the
APR_ConvLSTM in predicting each of the Big Five
personality dimensions.

4) We provide a comparative performance analysis
between the APR_ConvLSTM and state-of-the-art
APR baselines, demonstrating the outperformance of
our model against other APR models.

To summarize, this work aims to address twomain research
gaps in the APR field:

1) The poor performance of the APR from social
media texts, especially in predicting each personality
dimension.

2) The paucity of real-world social media datasets that are
annotated with the Big Five personality traits.

The remainder of this paper is organized as follows:
Section II presents an overview of previous works in the
domain of APR from social media content. Section III
presents methods for collecting, labeling, and preparing
the X-Big5 dataset. Section IV explains the proposed
APR_ConvLSTM model in detail. In Section V, we present
a series of four experimental analyses of our model on two
real-world datasets and a combined set of them. In addition,
the final discussion presented in Section VI highlights the
outcomes of this study based on the research questions.
Finally, we conclude this study in Section VII.

II. RELATED WORK
In the last decade, there has been a growing increase in
APR works that infer users’ personality traits from their
generated texts on online social networks. Existing APR
models are mainly classified into two categories: machine
learning-based and deep learning-based methods. However,
according to our review, we noticed that there is a small set
of studies that attempted to combine more than one deep-
learning architecture, such as CNN, LSTM, or GRU, for
the APR task. Therefore, in this section, we classified prior
ARP works into three categories: machine learning-based
APR (Section II-A), deep learning-based APR (Section II-B),
and hybrid deep learning-based APR (Section II-C). Since
interest in APR from social media texts has increased in the
last five years [48], [49], and to ensure that recent advances in
text-based APR are covered, we limited our review to studies
published after 2014.

A. MACHINE-LEARNING BASED APR
Most existing APR studies depend on machine learning
methods such as SVM, Random Forest, Logistic Regression,
andNaïve Bayes (NB) to predict users’ personality traits from
their social media behavior [26], [30], [32], [36], [38], [54],
[55], [56], [57]. The performance of machine-learning mod-
els mainly depends on the quality of the handcrafted features

extracted from texts. Farnadi et al. provided comparative
analysis work to find the optimal combination of features that
works well with the APR regardless of dataset sources [26].
Unfortunately, they concluded that it was not possible to
find a general set of features suitable for all varieties of
social networks’ datasets. Tadesse et al. combined lexical
linguistics features with Social Network Analysis features
(e.g., network size, betweenness, density), and fed them into a
Gradient-BoostedDecision Tree (XGBoost) [30]. They found
that the XGBoost outperformed all other baseline methods
(i.e., SVM, Logistic Regression, and Gradient Boosting) for
all Big Five traits with an average accuracy score of 74.2%.
Considering only linguistics indicators, Carducci et al. used
the SVM to classify the Big Five personality traits of 18,473
tweets collected from 24 Twitter users [36]. Their approach
was mainly based on the transfer learning mechanism in
which the predictive model was trained on 9913 Facebook
status updates and tested on the Twitter dataset. Their
proposed approach predicts Twitter users’ Big Five traits with
a lower Mean Squared Error (MSE) than the one suggested
by [58].

Although most pertaining studies focus on predicting
the Big Five personality traits, KN et al. put effort into
building an APR model capable of estimating both Big Five
and MBTI personality dimensions [38]. First, the authors
developed a novel input representation method composed
of linguistic features (e.g., word and phrase Frequency, Co-
occurrence of words, Contextual meaning of a word) and
stylistic features (e.g., the count of hashtags, the averageword
length of a post). Then, tweet representations are inputted
to an ensemble machine learning method comprising Linear
SVM and XGBoost. The most exciting finding is that their
proposed input representationmechanism achieved a superior
performance against other prevalent representation methods,
such as one-hot encoding and count-based vectorization.

B. DEEP LEARNING-BASED APR
The tremendous achievements of deep learning methods in
different NLP areas, such as sentiment analysis [59], sarcasm
detection [60], and emotion analysis [61], urged personality
researchers to begin utilizing these methods for APR,
replacing traditional machine learning approaches. Some
existing deep-learning-based studies adopted the concept
of transfer learning in which pre-trained language models,
such as BERT, RoBERT, XLNet, and FastText, have been
adopted to learn semantic representations of a user’s texts.
For example, Ren et al. proposed an APR model that uses
BERT to dynamically generate sentence-level embeddings
of two users’ text datasets (MBTI dataset and stream-of-
consciousness essays), which are then combined with the
sentiment polarity of texts [49]. Among three neural net-
works (i.e., CNN, GRU, and LSTM), the CNN architecture
achieved better performance results with average accuracy
improvements of 6.91% and 6.04% on MBTI and Big
Five personality datasets, respectively. In the same fashion,
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Christian et al. developed their model based on the three
pre-trained models, BERT, RoBERT, and XLNet [47]. The
semantic representations are then passed to the self-attention
mechanism, allowing the model to focus on important words
contributing to the APR. Kosan et al. conducted a study to
perform a structural analysis of 1,769,202 tweets collected
from 5081 users, which are embedded with the FastText
and then fed into a Bi-LSTM layer [48]. The main aim
of their study was to investigate the effect of different text
pre-processing methods on the performance of the APR task.

Instead of relying on pre-trained language models, Xue et
al. developed a new semantic-enhanced APR model based on
bidirectional GRU (Bi-GRU) to deeply learn semantic fea-
tures from essays and YouTube transcriptions datasets [46].
Yuan used a CNN layer composed of three convolutional
filters to extract n-gram features (1,2,3), which are then
combined with LIWC features and sent to fully connected
layers [30]. However, compared with other classifiers, the
model only outperforms in terms of the Openness personality
trait. The details of selected models and their performance is
depicted in Table 2.

C. HYBRID DEEP LEARNING-BASED APR
Recently, there have been few attempts in personality
literature to combine two or more deep learning architectures
to improve the APR performance. For example, Xue et al.
designed a novel hierarchical deep neural network model
based on RNN, attention mechanism, and CNN, referred to as
AttRCNN-CNNs, to extract semantic and syntactic features
from each user’s text posts [62]. Although incorporating the
semantic features extracted from their proposed model into
different regression algorithms achieved lower MAE values,
the study did not conclude with a complete end-to-end APR
solution. Sun et al. introduced a model that concatenates
Bi-LSTMs and CNN layers to learn Latent Sentence Group
features, i.e., a set of successive sentences strongly connected
in logic and semantic structure, from text structure [63].
Their results demonstrated that combining LSTM and CNN
can effectively improve the performance of APR rather than
adopting them separately. In the opposite way, Ahmad et
al. designed a model based on MBTI personality theory in
which CNN layers come at the first component of the model,
followed by a unidirectional LSTM layer [64]. Recently,
Zhao et al. proposed an attention-based LSTM APR model
that combines thematic (i.e., topic preferences), sentiment,
and contextual features extracted from Facebook users’ status
updates [65].
Although some progress has been made, the performance

of APR from social media texts is still unsatisfactory, and
the task is still in its early stages, especially at the level of
each personality dimension. Most ARP models are based
on hand-crafted features, which have limited representation
ability and cannot capture complex dependencies between
input data. In this work, we aim to improve the performance
of the text-based APR in terms of each personality dimension

and reduce the burden associated with feature engineering.
To this end, we proposed a deep learning based-APR model
APR_ConvLSTM, that combines the advantages of two
robust deep neural networks, CNN, and Bi-LSTM. CNN is
adopted due to its ability to extract informative local features,
while the Bi-LSTM to learn preceding and succeeding
long-term dependencies between inputs. In contrast to
previous models, our APR_ConvLSTM is a unified trainable
end-to-end APR model in which all personality dimensions
are inferred simultaneously without a need for cumbersome
feature engineering.

III. METHOD
The lack of publicly available real-world personality datasets
represents a significant obstacle in the APR domain. There-
fore, we introduced a new personality dataset based on
the Big Five personality taxonomy. This section details the
methods used to collect, label, and prepare the dataset to use
with the model experimentation and validation.

A. DATA COLLECTION
In this work, we developed a new real-world personality
dataset, namely X-Big5, composed of a set of users’ tweets
annotated with their ground-truth Big Five personality traits.
We selected the X platform, formerly known as Twitter,
because it is one of the most popular and widely used social
media channels worldwide, with more than 368million active
users registered in 2022 [66]. According to [34] and [67],
X is an effective platform for studying personality, as users
can share their views and opinions and express themselves
through tweets without hesitation or shame.

There are two main approaches adopted in literature to
collect a personality corpus. The first one, the classical
approach, requires participants to fill up at least one of the
personality questionnaires, such as the Big Five Inventory
(BFI, 44 items) and International Personality Item Poll (IPIP,
300 items), to calculate their personality scores, which are
then used for labeling their texts [32], [36], [68]. In this
approach, participants are volunteered to answer personality
tests and share their social media posts for research purposes.
The second approach is based on the anonymous collection of
social media users’ posts, which are then labeled by a group
of domain experts [47], [57], [69].

In this work, we faced difficulty hiring enough psycho-
logical experts since manual data annotation is costly and
time-consuming. Thus, we followed the classical approach
by developing an online questionnaire based on the Big Five
Inventory-2 (BFI-2) [70], a major revision of the original Big
Five Inventory (BFI) [71]. In this inventory, each personality
trait is measured using a balanced number of true-keyed
and false-keyed items to mitigate the effect of response
biases such as acquiescence. To avoid participant fatigue and
careless responses [72], we allowed participants to either
fill up the complete set of the BFI-2 (60 items) or the
short form of the BFI-2 (BFI-2-S) [73], which consists
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TABLE 2. Comparison of models for personality prediction.

of 30 items. In both inventories, items are short, easy-to-
understand descriptive phrases that respondents will rate on
a 5-point scale ranging from ‘‘disagree strongly’’ to ‘‘agree
strongly.’’ Once the participants complete the personality test,
they are presented with their personality scores in a range of
0-100, with feedback on each personality dimension. In this
setting, we motivate them to complete the questionnaire and
respond honestly, eliminating the random response problem.

The dataset collection strategy specifically aimed to
capture a large volume of tweets per user to enable the
analysis of user-level linguistic and behavioral patterns. This
approach aligns with our main research objectives, which
focus on analyzing users’ personalities based on their social
media posts. Collecting a higher average tweet count per user
allows for a more detailed analysis to understand individual
behavior deeply. Compared to broader datasets like PAN-
2015, increasing the tweet count per user may reduce noise
and enhance the robustness of the findings at the individual
level. Moreover, the results generated in this paper align
with trends observed in other datasets, further supporting the

general applicability of the proposed model, and providing
detailed linguistic and behavioral analysis.

The online questionnaire link has been distributed over
public social network platforms (i.e., Twitter, Facebook,
Reddit, Telegram) to reach participants who meet the
following criteria: 1) have an active Twitter account with
at least 25 tweets, and 2) they use English as the primary
language. The selection of 25 as the minimum number of
tweets is motivated by other studies’ findings [49], [55],
which found that having 25 tweets from each user can
effectively increase the APR performance. All participants
provided informed consent to participate in the study and
voluntarily agreed to share their tweets and personality scores
for research purposes2

A total of 47 valid responses were received over three
months. Following informed consent, 18 of them provided
us with their Twitter handles (@usernames) and voluntarily

2To keep privacy, the dataset is available upon request for research
purposes only, and is not released as an open-access resource.
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TABLE 3. X-Big5 Dataset’s Participants’ demographic characteristics.

accepted to use their tweets and personality scores for our
research. We then checked the validation of the provided
Twitter usernames to ensure the authenticity of the partici-
pants. Given a user’s handle, and through the official Twitter
Application Programming Interface (API), we retrieved all
non-retweet tweets for each user that were posted from
30-12-2019 until 31- 12-2022. Notably, we specified the start
date of tweets collection to the date of COVID-19 beginning,
where numerous studies indicated an unprecedented change
in human Big Five personality dimensions as a consequence
of this pandemic [74], [75], [76]. To maintain privacy and
confidentiality, all volunteers’ Twitter handles (@usernames)
have been permanently removed from the dataset; thus, the
dataset is used anonymously and never linked to participants.
Moreover, only publicly available tweets are retrieved, with
no inclusion of private or restricted content.

The access to Twitter API was by Tweepy [77], a widely
used open-source library composed of methods and classes
that facilitate the connection with different Twitter API
versions. As a result, a total of 38,488 tweets from 18 Twitter
users were obtained, labeled with the Big Five personality
traits scores ranging from 0 to 100. Table 3 presents
demographic information about the participants.

B. DATA LABELING
Most existing personality studies tackled the APR either as
a regression task (personality traits labeled with real-valued
scores) or a classification task (personality traits labeled with
high, middle, and low values). However, in the real-world
environment, service/product providers are more interested in
extreme values of a user’s traits (i.e., high or low) and pay less,
or almost no, attention to the middle scores [32], [54]. Taking
game recommendation systems as an example, it is easier to
persuade users high in Extraversion to install or buy socializer
games, while it is less likely for those low in Extraversion
(i.e., introverted) to accept such recommendations. Thereby,
this work focuses on predicting the extreme values for each

Big Five personality dimension and ignoring the middle trait
level. Specifically, we transformed the continuous personality
scores retrieved from the personality questionnaire (0-100)
into discrete personality labels (0,1), in which 0 refers to
the low personality score of a dimension and 1 to the high
personality score. The transformation was applied by using
themean value for each dimension’s scores as a splitting point
so that any value less than the mean is transformed into 0, and
anyone greater than or equal to themean is converted into one.

C. DATA PRE-PROCESSING
Text preprocessing is a critical step in NLP, including
different practices to clean texts from noise and less
informative data, which may mislead the model and affect
its accuracy. In our context, Kosan et al. experimented
with various preprocessing steps to determine the best
synthesis that could improve the success rate of their APR
model [48]. Specifically, they used 11 preprocessing steps
as standard steps (involved in all experiments) and 13 steps
used for comparative analysis. The authors revealed different
performance results when applying different combinations
of these steps. For example, they found that removing stop
words from the corpus effectively increased the model’s
success rate, while applying stemming resulted in worse
results. Inspired by their findings, as well as other correlation
results between personality traits and different language
habits retrieved from other state-of-the-art studies [30], [36],
[38], we applied the following pre-processing methods to our
dataset:

1) LOWERCASING AND FILTERING TWEETS
Lowercasing is one of the essential preprocessing techniques
in which all tweets will be converted into a constant format by
transforming them into lowercase form. We used the lower,
built-in Python method to lowercase all uppercase letters in
the dataset. Then, we filtered tweets by excluding all short
tweets (a tweet with a number of words < 3).

2) REPLACING SLANG WORDS AND ABBREVIATIONS
Social media texts generally contain informal language use,
including a lot of abbreviations, acronyms, and slang words.
Slang words are informal words, phrases, or expressions
typically restricted to a particular context or network of
people, such as F2F’’ refers to Face to Face, ‘‘ty’’ to ‘‘thank
you,’’ ‘‘TBH,’’ to be honest. Additionally, abbreviations and
acronyms, shortened forms of a word or phrase, such as
omg ‘‘oh my god,’’ ASAP ‘‘ as soon as possible,’’ covid-
19’’ commonly appeared in social media texts. Due to
the variety of their structures, classification models faced
difficulty distinguishing and interpreting them. This issue
can be solved by constructing an index of slang and
abbreviations associated with their standard replacements.
Thus, we scraped the NoSlang [78], a common Internet slang
dictionary website, to create a dictionary consisting of 5,817
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common English slang with their formal replacements. Using
this dictionary, we converted all slang into its formal form.

3) DELETING PUNCTUATIONS
KN et al. revealed that the appearance of punctuation (e.g.,
question marks, ellipses, exclamations) does not provide con-
siderable predictive value for personality recognition [38].
Therefore, we removed them from tweets by using the
punctuation constant, a predefined constant in the Python
string module consisting of a set of commonly used
punctuation characters.

4) EXPANDING CONTRACTIONS
Expanding contractions, such as I’m, she’s, hasn’t, and let’s,
into their complete forms is an effective pre-processing
technique, especially if it is undertaken before the tokeniza-
tion step. This is because tokenizers split contractions in a
nonsense manner; for example, the contraction haven’t will
tokenizing into two words: haven and t, and I’m into I and m.
In this step, we used the contractions Python library to expand
all contractions in the dataset.

5) REMOVING NUMBERS
All numbers are removed from the dataset using a regular
expression, as they do not reflect any aspect of personality.
This step is carried out after replacing all slang and
abbreviations because some of them include numbers in their
syntax, such as F2F and 2good for ‘‘ too good.’’

6) REMOVING STOP-WORDS
Stop words are function words or the most frequent words in
any language, such as conjunctions, pronouns, articles, and
linking verbs. Although most APR studies removed these
words as a critical practice in NLP, we believe it is more
beneficial to keep some of them, which have been proven to
have strong associations with personality traits. For example,
Tadesse et al. revealed that people scoring high in openness
strongly correlated with high-frequency words, including
articles (i.e., a, an, the), prepositions (e.g., with, to), third-
person singular (e.g., she, he,) and third-person plural (e,
g., they, their) [30]. Additionally, extraverts were found to
strongly correlate with 2nd and 3rd person singular pronouns
and with agreement words such as ‘‘OK’’ and ‘‘yes,’’ while
neurotics frequently used 1st person plural (e.g., we, ours)
[30]. Therefore, we utilized the stop words list provided by
the NLTK package [79] to remove unrelated stop words for
the APR task and keep relevant ones.

7) TOKENIZATION
As a last pre-processing step, we broke down tweets into
separate words called tokens using a Tokenizer class of the
TensorFlow Keras module. Tokenization is an essential step
before passing text samples into the model. Stemming is not
applied to our dataset to preserve sentence tense, which is
found helpful in the APR task [30], [80].

Although the above pre-processing steps are critical to
improve data quality and remove noise, excluding certain
texts, such as shorter tweets, may affect the model’s
generalizability. For example, while removing shorter tweets,
punctuations, and replacing slang and abbreviations reduce
noise in the dataset, they may make the model less adaptable
to diverse data. Future comparative analysis could be
conducted by training models with and without certain text
types to evaluate their impact on prediction performance and
generalizability.

IV. PROPOSED MODEL
Text-based APR is still a challenging problem in affective
computing. Despite existing efforts, the performance is
far from being optimal, especially at the level of each
personality dimension. Hence, we aim to solve this issue
by proposing an efficient APR model, APR_ConvLSTM,
that combines the impressive capabilities of both CNN and
LSTM deep neural networks. The APR_ConvLSTM is a
unified end-to-end model where all personality dimensions
are predicted simultaneously. As depicted in Fig. 1, the
CNN comprises parallel convolution layers with multiple
convolution kernels of different sizes to extract local features
from the input representation. Then, a max-overtime pooling
operation is performed to capture themost important features,
which are then passed into a Bi-LSTM. The Bi-LSTM,
in turn, learns both past and future long-term semantic
dependencies, which are concatenated and passed into two
successive fully connected layers. Finally, a user’s Big Five
personality traits classification results are generated at the
output layer, which is composed of five binary layers, each
for a specific personality trait. The upcoming sections explain
each component in detail.

A. WORD EMBEDDING LAYER
Traditional word representation methods, like one-hot encod-
ing, suffer from different drawbacks, including data sparsity,
losing word order, and dimensionality-oversize [81]. Alter-
natively, word embedding, a technique used to convert a
word into a dense, low-dimensional, real-valued vector, has
been applied to various NLP tasks and achieved remark-
able performance compared to traditional methods. Thus,
we used the (GloVe) embedding method, which is developed
through unsupervised learning trained on 60 billion words
of Wikipedia 2014 and Gigaword2 corpus, to generate initial
word representations [82].

Let’s assume a text has m words; the embedding vector
t of w(n), n ∈ [1,m] will be constructed through a
Glove-embedding matrix Wg ∈ R|v|×d , (where v is the
vocabulary size and d the embedding dimension), by the
following equation:

t(n) = Wgwn, n ∈ [1,m] (1)

We will specify the initial length of a word embedding
vector as 300 dimensions, asmost NLP studies [83], [84] have
demonstrated that it is the optimal length for word embedding

VOLUME 13, 2025 65589



N. M. Aljuhani et al.: Convolutional Bi-LSTM for APR From Social Media Texts

FIGURE 1. The network architecture of the APR_ConvLSTM model. It comprises five main layers: the word embedding layer, CNN layers, Bi-LSTM layer,
fully connected layers, and the output layer.

vectors. Therefore, the input data of our model will be a
two-dimensional matrix T ∈ Rm×d , in which m is the
maximum number of words in a sample (note that we apply
padding when necessary), and d is the embedding dimension
of each token (which contains 300 numerical values).

B. CNN LAYERS
CNN was invented, for the first time, to be used with
computer vision tasks such as image recognition, image
classification, and object detection. Afterward, this network
architecture was adopted with various NLP tasks and showed
impressive performance in extracting robust and abstract
features. Here, the embedding matrix retrieved from the
previous layer is fed into a parallel convolutional layer and
max-overtime pooling to capture meaningful local features
(i.e., various n-grams features) and, most importantly, reduce
the input data’s dimensionality.

1) CONVOLUTION LAYER
In this layer, k convolution filters with various sizes are used
to perform a convolutional operation over a window of hword

vectors successively. More precisely, let x refer to a tweet
sample composed of words x1 to xm; a new feature ci will
be generated from a window of words x(i:i+h−1) by:

ci = f (w · x(i:i+h−1) + b) (2)

where ci ∈ R(m−h+1), f refers to the Exponential Linear Unit
(ELU) [85], a nonlinear activation function, w ∈ Rh×d is
a randomly initialized weight, and b is a bias vector. Here,
we selected the ELU function to provide nonlinearity for
the convolution operation since it can accelerate the learning
process and achieve higher performance results with CNN,
compared with other activation functions [85], [86], [87].
By repeatedly applying this operation over all possible h
words of a given tweet, a new feature map will be produced:
c ∈ [c1, c2, . . . , c(m−h+1)]. Therefore, each convolution filter
will produce a feature mapwhose dimension is 1×(m−h+1).

If q parallel convolution layers of various filter sizes (i.e.,
each layer is dedicated to a specific h value) are used, and
the number of filters in each layer is k , then a total of
(k × q) feature maps will be obtained from the convolution
operation.
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2) POOLING LAYER
After the convolution operation, a max-overtime pooling
operation is applied over each 1 × (n−h + 1) feature map
to extract the maximum value p = max{c}, which is used as
the feature corresponding to a given feature map. The idea
here is to preserve the most important feature (i.e., the one
with the highest value) from each feature map. All maximum
features corresponding to the same window size h, which are
produced by k convolution filters, are concatenated to obtain
a one-dimensional feature vector:

v = [p(h,1), p(h,2), . . . , p(h,k)] (3)

As the APR_ConvLSTM model is composed of q parallel
convolution layers, each corresponding to a specific window
size h, q one-dimensional feature vectors are outputted from
the max-pooling operation, where V = [v(1), v(2), . . . , v(q)].

C. BI-LSTM LAYER
LSTM is a powerful variant of RNNs mainly proposed to
alleviate the vanishing and exploding gradients problem faced
by traditional RNNs, which prevent capturing long-term
dependencies between sequential data. Along with the
previous-time step hidden state (a short-term memory)
equipped with vanilla RNNs, the LSTM structure contains an
additional cell state called long-term memory to enhance the
remembering capacity of the model. However, the standard
version of LSTMs processes the input data in a forward
direction, allowing them access only to preceding contextual
information. Therefore, to completely understand a text
context, we applied Bi-LSTM, which can capture both past
and future contextual features by combining a forward hidden
layer (represented as

−−−→
LSTM) and a backward hidden layer

(represented as
←−−−
LSTM).

Given the feature sequences from the CNN layer
[v(1), v(2), . . . , v(q)], the

−−−→
LSTM layer reads the feature

sequences from v(1) to v(q), respectively, to learn the forward
hidden state

−→
hf , while the

←−−−
LSTM layer reads the feature

sequences from v(q) to v(1), respectively, to learn the backward
hidden state

←−
hb . Then, both forward and backward hidden

states are concatenated at each time step (i) to obtain the final
hidden representation hi = [

−→
hi ;
←−
hi ], where:

−→
hl =

−−−→
LSTM(v(i)), i ∈ [1, q] (4)

←−
hl =

←−−−
LSTM(v(i)), i ∈ [q, 1] (5)

As depicted in Fig. 2, each
−−−→
LSTM or

←−−−
LSTM unit (i.e.,

neuron) is composed of three main inputs: the input of the
current time step (vt ), previous hidden state (ht−1), and
previous cell state (ct−1), which are used to generate twomain
outputs: the current time step hidden state (ht ) and updated
cell state (ct ). To regulate information flow into and out of
the memory cell, three main gates are utilized: an input gate
it , a forget gate ft , and an output gate ot .

The forget gate determines the amount of information
required to omit from the previous state of long-termmemory

FIGURE 2. Structure of the LSTM unit consists of three main gates: forget
gate ft , input gate it , and output gate ot . Given three input vectors vt ,
ht−1, and ct−1, the LSTM unit produces two main output vectors: the
current time step hidden state ht and the updated cell state ct .

(ct−1) by applying the following equation:

ft = σ
(
Wf vt +Wf ht−1 + bf

)
(6)

As we know, the sigmoid activation function outputs a
number in [0, 1], where 0 means removing all previous
information held by ct−1, and 1 indicates keeping the
information.

The input gate, in turn, determines what new information
should be added to the cell state by applying the following
equations:

it = σ (Wivt +Wiht−1 + bi) (7)

c̃t = tanh (Wc̃vt +Wc̃ht−1 + bc̃) (8)

As shown in Fig. 2, the two vectors retrieved from
the above two equations will then undergo point-wise
multiplication. As the tanh activation function produces a
value in [−1, 1], the multiplication result vector will either
have a positive or negative sign, which is then added to or
subtracted from the cell state (i.e., updating the cell state).

Finally, the output gate comes into play to decide what
information the current time step hidden state ht should
contain by considering the previously hidden state ht−1, the
current input data vt , as well as the recently updated cell state
through the following equations:

ot = σ (Wovt +Woht−1 + bo) (9)

ht = ot ⊙ tanh(ct ) (10)

In more detail, the previously hidden state ht−1, the current
input data vt , will pass into a sigmoid function to squash its
value between [0, 1]. Then, the recently updated cell state
goes through a tanh function to squash its value between [−1,
1]. Lastly, both values will undergo point-wise multiplication
to decide what information the current time step hidden state
should carry for the next time step input (i.e., vt+1).

D. FULLY CONNECTED LAYERS
Then, the hidden representation h, received from the Bi-
LSTM layer, is passed into two successive fully connected
dense layers, which are activated with the Rectified Linear
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Unit (ReLU) function f , as follows:

Z1
= f (W 1.h+ b1) (11)

Z2
= f (W 2.Z1

+ b2) (12)

where W 1, b1 and W 2, b2 are weights and bias matrices
for the first and second dense layer, respectively. To avoid
overfitting, a dropout technique [88] is applied between
these dense layers with a rate of 0.2. Dropout is a common
regularization technique that randomly sets a fraction of input
units to 0 at each update of the training process, which in turn
mitigates overfitting and improves the generalization of the
model.

E. OUTPUT LAYER
Finally, features obtained from the last dense layer are
connected to the final output layer. As our APR_ConvLSTM
aims to predict all Big Five personality traits simultaneously,
we decompose the output layer into five parallel binary
layers; each layer is assigned to a specific personality trait t ,
where t ∈ {EXT,CON,OPN,AGR,NEU}. Here, SoftMax
is used at each layer for binary classification, whose output
is the probability distribution over the trait’s classes k (i.e.,
0 or 1). The output of the i-th neuron of each trait layer is
formalized as follows:

ŷt = (wtZ2
+ bt ) (13)

SoftMax(ŷt )i =
eŷti∑k
j=1 e

ŷtj
(14)

The cross-entropy loss between a trait’s predicted proba-
bilities and the ground-truth labels is calculated at each trait’s
layer, as follows:

L(y, ŷ)t = −
D∑
d=1

C∑
c=1

ycd log ŷ
c
d (15)

where y, ŷ are ground-truth labels and predicted probabilities
of a text sample d , respectively, D is the number of samples,
and C is the number of classes of each trait (binary classes).
Finally, the training process aims to minimize the overall loss
of APR_ConvLSTM, which is composed of the individual
loss of each trait layer as follows:

Ltotal = L(y, ŷ)EXT + L(y, ŷ)CON + L(y, ŷ)OPN + L(y, ŷ)AGR
+ L(y, ŷ)NEU (16)

V. EXPERIMENTS AND RESULTS ANALYSIS
In this section, four comparative experiments have been con-
ducted to evaluate the performance of the APR_ConvLSTM
model on the text-based APR task. We also provide a
detailed analysis of the overall performance of the proposed
model and verify whether the improvements achieved
are statistically significant compared to the state-of-the-art
baselines. First, Section V-A displays the experiment setup,
including datasets, evaluation metrics, training procedure,
and an overview of the four experiment groups. Then, the

TABLE 4. Statistics of each personality dataset.

results of each experiment set are presented and analyzed in
Section V-B. We further show the overall performance of the
proposed model and the statistical significance test results in
Section V-C.

A. EXPERIMENTS SETUP
1) DATASETS
In this work, two real-world data sets are used to evaluate
the APR_ConvLSTM model. The first dataset is the PAN-
20153 Author Profiling dataset [53], which was released
as a part of the 3rd Author Profiling Shared Task at PAN
2015. The dataset consists of a set of tweets collected in
four languages: English, Spanish, Italian, and Dutch, and
annotated with a user’s age, gender, and Big Five personality
dimensions. The Big Five personality scores were assessed
with the BFI-10 personality test and reported in the range
of [−0.5, 0.5]. In our experiments, we considered only the
English corpora, which consists of 27,344 tweets collected
from 294 users. Since our APR_ConvLSTM is a multi-label
personality classification model concerned with predicting
extreme values (i.e., high, and low) of each personality trait,
we need to convert personality scores into two classes (i.e.,
1 if a score is high and 0 if it is low). Following a study [89],
we used the median point (i.e., 0.1) as a threshold such
that the trait would be high if its score equals or is above
the median; otherwise, it would be low. All preprocessing
methods explained in Section III-C are also applied to this
dataset.

The second dataset is the X-Big5 dataset, which is
previously described in detail in Section III. To recap, the
dataset comprises a total of 31,417 (non-retweet) tweets,
annotated with their Big Five personality scores in the range
of [0 to 100]. The scores are also discretized into two classes
for a trait binary classification. Table 4 shows some statistics
of both datasets.

2) EVALUATION METRICS
We used Accuracy, Precision, Recall, and F1-score to
evaluate the performance of the APR_ConvLSTM on the
APR task. The calculation formulas of these metrics are as
follows:

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(17)

Precision =
TP

TP+ FP
(18)

3PAN is not an acronym but rather a standalone name for a series of shared
tasks on digital text forensics. See: https://github.com/pan-webis-de/pan-
webis-de.github.io/blob/master/FAQ.md
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TABLE 5. Parameters values of APR_ConvLSTM model.

Recall =
TP

TP+ FN
(19)

F1 =
2× Precision× Recall
Precision+ Recall

(20)

where TP (i.e., True Positive) represents the number of
positive examples that are classified correctly, FN (i.e., False
Negative) represents the number of negative examples that are
classified incorrectly, FP (i.e., False Positive) indicates the
number of positive examples that are classified incorrectly,
and TN (i.e., True Negative) represents the number of
negative examples that are classified correctly.

3) TRAINING
To properly validate our model and prevent overfitting,
we adopted a training-testing schema on both datasets as
follows. First, we used the official split to randomly select
80% of the data for training and 20% for testing. Then, 10-
fold cross-validation is applied to the training set (i.e., 80%
of the data) so that at each k-training iteration, the training
set will be divided into ten mutually exclusive subsets; one is
used as a validation set, and the remaining nine are used for
training. The stratified sampling is applied over the 10-fold
to ensure that each fold has nearly the same class distribution
of each trait as the complete dataset. This technique provides
a robust evaluation of the model by training and testing it on
multiple data subsets.

Moreover, a grid search method was used to find the opti-
mal configuration of three model hyperparameters: dropout
rate, number of epochs, and LSTM hidden units. The search
ranges of these hyperparameters are set as follows: dropout
rate = [0.2, 0.5], number of epochs = [20, 50], and LSTM
hidden units = [64, 128, 256]. We also conducted extensive
experiments (Experiment 3) to investigate the effect of two
structure-related hyperparameters (i.e., filter sizes and filter
numbers) and various word embeddingmethods on the model
performance. The best-suited model hyperparameters are
presented in Table 5. With the optimized hyperparameters, all
models are trained through the Adam optimizer on shuffled
mini-batches of size 32 and a fixed learning rate of 0.001.

4) PERFORMANCE COMPARISON
The main question we seek to answer in this work is whether
the proposed APR_ConvLSTM can improve the performance
of text-based APR from social media users’ content. For this
purpose, four comparative experiments were set up in this
paper.

The first experiment set compared our APR_ConvLSTM
with classical machine-learning methods such as SVM,
Decision Tree, and Random Forest. The second set is
designed to investigate the effect of the large dataset on
the APR_ConvLSTM performance. As we mentioned, the
text APR from social media content lacks the availability of
benchmark datasets, representing a significant challenge in
the domain. Thus, a large personality dataset has been created
in the second experiment by combining both PAN-2015 and
X-Big5 datasets. Then, we compare the model performance
on the large dataset against the performance of using each
single dataset separately.

The third experiment compares the model performance
under different hyperparameters (e.g., filter sizes, filter num-
bers) and with various word embedding methods (e.g., Glove,
Word2Vec, FastText). The fourth experiment is conducted
to compare the APR_ConvLSTM performance with state-of-
the-art APR models. All these experiments were conducted
on an NVIDIA T4 GPUwith 16 GB high-bandwidth memory
(GDDR6).

B. RESULTS AND ANALYSIS
1) EXPERIMENT 1
The first set of experiments aimed at comparing the
APR_ConvLSTM performance against traditional machine
learning classification methods, including SVM, Decision
Tree, K-Nearest Neighbors (KNN), and Naive Bayes. Exper-
imental results for both datasets, PAN-2015 and X-Big5, are
represented in Table 6 and Table 7, respectively.

As can be seen fromTable 6, the proposedAPR_ConvLSTM
achieved higher performance results on the PAN-2015 dataset
with all personality traits in the four metrics (i.e., Accuracy,
Precision, Recall, and F1-score) compared to SVM, Decision
Tree, and Naive Bayes methods. Although the K-Nearest
Neighbors method achieved almost similar results in terms
of four traits (Openness, Conscientiousness, Extraversion,
and Agreeableness), our model was better at predicting
Neuroticism with an increase of 5.67%, 5.87%, and 2.72%
in Accuracy, Recall, and F1-score, respectively.

Interestingly, except for theNaive Bayesmethod, we notice
that the Openness trait dominated the highest performance
with our APR_ConvLSTM and other machine learning
methods. This suggested the high potential of detecting this
trait from social media users’ generated texts, compared with
other traits. Additionally, our model again achieved superior
performance on the X-Big5 dataset in all metrics for each
personality dimension, compared to other machine-learning
methods, as demonstrated in Table 7.

2) EXPERIMENT 2
Datasets play a key role in advancing the APR task, not
just as a source for training models but also as a means
for evaluating and comparing performance. However, as we
mentioned previously, APR from social media users’ texts
lacks the availability of well-annotated Big Five personality
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TABLE 6. Comparison with machine-learning methods on PAN-2015
dataset.

datasets. To date, only the PAN-2015 dataset, which is
detailed in Section V-A1, is a publicly available benchmark.
Although some studies tried to collect their own personality
datasets from different social network platforms [36], [47],
their datasets are relatively small or no longer available for
sharing. This can be mainly attributed to the cost of data
annotations and user’s privacy risks.

Therefore, we designed this experiment to verify
the effectiveness of the APR_ConvLSTM when running
on a large-scale personality dataset. Following previous
work [90], we constructed the large dataset by combining the
aforementioned experimental datasets, i.e., PAN-2015 and X-
Big5, which resulted in a dataset composed of 57,233 tweets
from 267 users. In this experiment, we used the same training
protocol described in Section V-A3.

Table 8 reports the performance of our APR_ConvLSTM
on the large-scale dataset against its performance on each
single dataset. Not surprisingly, we observed that the highest
averaged performance in terms of all metrics was achieved
when training on small datasets. Specifically, the best average
precision, recall, and F1-score were on the PAN-2015 dataset
at 83.60%, 87.18%, and 85.34%, respectively, while the
best average Accuracy was on our dataset with a value
of 83.85%. This can be explained by the lack of diversity
of personality traits in the small-scale training datasets.
However, by looking at the performance at each personality
trait, we can notice that training on the large-scale dataset
achieved excellent results (i.e., above 70%) for all traits

TABLE 7. Comparison with machine-learning methods on X-Big5 Dataset.

TABLE 8. Performance on a large dataset against small-scale datasets.

across all metrics. For example, it achieved an important
increase in the Accuracy for the Neuroticism trait from
66.46% to 72.52% compared to the PAN-2015, and an F1-
score increase from 67.96 % to 74.89 % in the Extraversion
trait compared to the X-Big5 dataset.
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TABLE 9. Comparison with machine-learning methods on the combined
dataset.

Additionally, it boosts the performance for predicting
Extraversion and Agreeableness in terms of the recall metric,
with an increase of 10.8 % and 8.31 %, respectively. These
observations demonstrate the essential role of the availability
of large-scale datasets in improving the performance of deep
neural networks. Further, we compared the performance
on the large dataset with previously mentioned machine
learning methods. The results are summarized in Table 9.
Again, our APR_ConvLSTM outperforms other methods in
all personality traits across various metrics. This clearly
demonstrates the superiority of our model over machine
learning methods regardless of the dataset size.

3) EXPERIMENT 3
There are numerous factors that affect the performance of
deep learningmodels for text-based APR. Thus, we dedicated
this section to investigating the effect of model hyperpa-
rameters and input data factors on the APR_ConvLSTM
performance. The average of the four metrics: Accuracy,
Precision, Recall, and F1- measure are used to evaluate the
performance of the three datasets.

a: IMPACT OF FILTER SIZE
The size of convolution filters is one of the main factors
that affect CNN performance. Intuitively, the larger the filter
size, the more long-term contextual dependencies can be
captured. However, when the filter size is too large, the

FIGURE 3. Impact of convolution filter size on the APR_ConvLSTM
performance.

effect of the noise cannot be ignored, which may lead to
significant performance reduction. To investigate the effect
of filter size on the APR task, we conducted experiments by
changing filter size combinations as follows (1, 2, 3-gram,
2, 3, 4-gram, 3, 4, 5-gram). The results are represented in
Fig. 3. As expected, the best APR_ConvLSTM performance
on all datasets and over all metrics was achieved by using
a combination of the smallest filter sizes (i.e., uni-gram, bi-
gram, and tri-gram combination). In general, the performance
metrics started to decrease as the filter sizes increased due to
the noise introduced with long sequences. This demonstrates
the effectiveness of CNN at extracting local patterns, but
at the same time, it fails to capture long-term contextual
information.

b: IMPACT OF NUMBER OF FILTERS
The number of convolution filters (i.e., kernels) is another
factor that affects the performance of deep learning models.
In this section, we study the impact of changing the number
of convolution filters on the APR_ConvLSTM performance.
As shown in Fig. 4, except for the recall metric on the
X-Big5 dataset, increasing the number of filters leads to an
increase in the average performance of all metrics on the three
datasets. This observation is not difficult to explain since the
more number of filters means the more local patterns the
convolution operation can be captured.

c: IMPACT OF WORD EMBEDDING METHODS
The selection of word embedding methods plays a vital
role in the performance of text-based deep learning models.
Therefore, this experiment is conducted with the aim of
examining the impact of the commonly used word embed-
ding techniques, Glove, Word2Vec: Skip-gram, Word2Vec:
Continuous Bag-of-Words (CBOW), and FastText, on the
APR_ConvLSTM performance.

The comparative results are presented in Table 10
and Fig. 5. As can be seen, the Glove and Word2Vec:
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FIGURE 4. Impact of convolution filter number on the APR_ConvLSTM
performance.

Skip-gram methods provide the highest performance for
the APR_ConvLSTM in terms of all four metrics, even
though their results vary across datasets. Specifically, while
the Glove achieved better accuracy, F1-score, recall on the
PAN-2015, and better precision on X-Big5, the Skip-gram
outperforms it in all other cases. Notably, FastText performs
the worst among all methods in all metrics, which indicates
the poor ability of this method to provide a reliable
representation for the APR task.

4) EXPERIMENT 4
In this section, we compared the performance of our proposed
APR_ConvLSTM with state-of-the-art deep-learning APR
baselines, including:

1) SEPRNN [46]: A semantic-enhanced personality
recognition model composed of two main components:
word-level representation and personality trait recog-
nition. In the first component, the Bi-GRU is used to
extract the left and right contextual vectors of each
word, which are then combined with the word embed-
dings to obtain a more precise semantic representation.
The output of the word-level representation process
is passed to a fully connected layer with a sigmoid
function to predict the binary values (i.e., yes/no) for
each Big Five personality trait.

2) LMs+Attentionmechanism [47]: Amulti-model deep
learning architecture built on top of three pre-trained
languagemodels (LMs): BERT, RoBERTa, andXLNet.
Each input embedding generated from the pre-trained
language models is fed into a self-attention mechanism
to associate each word in the text with other words.
Then, the output of the self-attention mechanism is
combined with a variety of statistical features and
passed to a feed-forward neural network consisting of
three connected layers, each with a ReLU activation
function. Finally, a model-averaging function calcu-
lates the unweighted average of SoftMax probabilities
produced from the three classification models to make

the final personality trait prediction (i.e., a label with
the highest average probability).

3) Attention-basedUni-LSTM [65]: Thismodel combines
user topic preferences and sentiment features and
feeds them into an attention-based LSTMmodel. First,
the word embedding vectors are generated using the
Word2Vec method and combined with sentiment fea-
tures into a two-dimensional matrix. Second, the input
matrix is fed into a unidirectional LSTM (Uni-LSTM)
model with 2 hidden layers, each with 128 neurons.
Then, topic information extracted by the LDA model
is combined with LSTM output and passed to an
Attention layer. Finally, a fully connected layer with
1 neuron and SoftMax function outputs the prediction
of a user’s personality category.

4) Bi-LSTM [48]: In this model, a user’s tweets go
through extensive preprocessing steps and then embed
using the FastText embedding method. The FastText
embeddings are then fed to a Bi-LSTM layer with
256 hidden units and a Swish activation function. Then,
a dropout layer is used, followed by a dense layer
composed of five neurons, each corresponding to one
of the personality traits. The model is optimized using
the Adam optimizer, and the Mean Squared Error
(MSE) is used as a loss function.

5) CNN+Mairesse [91]: This model is one of the
well-known baselines in the APR domain. It begins
with the input layer, where texts are embedded using
the Word2Vec embeddings method and sent to a
convolutional layer. The convolutional layer extracts
unigram, bigram, and trigram features and passes them
to a max pooling to reduce dimensionality and generate
sentence vectors. Further, a 1-max pooling is applied
to aggregate the sentence vectors into one document
vector, which is then concatenated with 84 Mairesse
features. For final classification, document vectors
are fed to a fully connected layer with a Sigmoid
activation function, followed by a SoftMax layer with
two neurons, representing the two classes (i.e., yes or
no) for each personality trait.

Since all the above baselines, except the model of [91],
do not have publicly available implementations, we re-
implemented them using the same structure and parameters
provided in their papers. For the CNN+Mairessemodel [91],
we used the open-source implementation available at
http://github.com/senticnet/personality-
detection. Notably, there are some parameters not
explicitly specified by the authors, such as the number of
epochs used to train the model proposed in [47] and the
attention-based Uni-LSTM model [65]. Therefore, to ensure
a fair comparison, we assigned to these parameters the same
parameter values used with our proposed model.

In this experiment, we used the large-scale dataset (i.e.,
combined dataset) to compare the performance of our model
against the baselines, as it contains more representative and
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FIGURE 5. Impact of word embedding methods on the APR_ConvLSTM performance.

TABLE 10. Comparison Results of the proposed model with different
word embedding methods, results are given in terms of average Accuracy,
Precision, Recall, and F-1 Score.

diverse personality instances. Moreover, a t-test is performed
on 10 independent runs of each model to check if the
performance differences are statistically significant. The
comparative results in terms of the average Accuracy and F-1
score are reported in Table 11 and Table 12, respectively.
As can be seen from Table 11, our model consistently

and significantly outperforms all competitors in predicting
all personality traits in terms of the Accuracy metric.
Specifically, it achieved the highest Accuracy of 85.37%,
79.59%, 77.34%, 77.39%, and 75.38% for the Openness,
Conscientiousness, Extraversion, Agreeableness, and Neu-
roticism, respectively. Moreover, the t-test results indicated
that the performance difference between our proposed model
and the best competitor of each personality trait is statistically
significant, with the results of p-values < 0.01.

From Table 12, we notice that the APR_ConvLSTM
again achieved the highest performance result in predicting
each personality trait compared with other competitors in
terms of the F-1 score. Interestingly, it reached an important
F1-score increase from 72.33% to 77.35% in predicting
the Extraversion compared to the model of [47] and from
71.56% to 76.16% in predicting the Agreeableness compared
to the model of [48]. Moreover, we achieved competitive
results in predicting Openness and Neuroticism traits with
the highest F1-score of 88.60% and 74.52%, respectively.
These improvements are statistically significant, except for
the Conscientiousness trait, with the results of p-values <
0.01 for Openness, Extraversion, and Agreeableness and a
p-value of 0.0259 (i.e., < 0.05) for the Neuroticism trait.
Although the SEPRNN model [46] obtained a similar F-1
score for the Conscientiousness trait, our model was better
in terms of Accuracy, with an increase of 2.07%.

C. FURTHER ANALYSIS
In this section, we present the overall performance of our pro-
posed model in terms of the average Accuracy and F-1 score
across all personality traits. Then, a statistical significance
test is conducted to checkwhether the performance difference
between our proposed model and each baseline is statistically
significant.

1) OVERALL PERFORMANCE OF THE APR_CONVLSTM VS.
BASELINES
Table 13 reports the overall performance of the proposed
model on the combined dataset compared to the above-
mentioned baselines. As one can see, our model shows
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TABLE 11. Comparison of our proposed model APR_ConvLSTM with state-of-the-art APR models on the combined dataset in terms of accuracy (Mean ±

STD).

TABLE 12. Comparison of our proposed model APR_ConvLSTM with state-of-the-art APR models on the combined dataset in terms of F1-Score (Mean ±

STD).

promising performance over its competitors, with the highest
average Accuracy and F1-score of 79.01% and 80.56%,
respectively. Training and prediction time are also important
metrics that should be considered when comparing deep-
learning-based models. From the results, we notice that
our model demonstrated significant computational efficiency
compared with most baselines, requiring only 247.24 seconds
for training.

Although the model proposed in [47] was faster in training
(i.e., taking 170.15 seconds), our model remains competitive
by consuming only 3.5353 seconds in prediction, which is
a fraction of the time compared with other competitors.
These results highlight the efficiency of our proposed
model in balancing performance and computational time,
making it a practical choice for real-time and large-scale
applications. Moreover, we notice that the APR_ConvLSTM
model has an additional advantage as it is free from

feature engineering, which is a labor- and time-intensive
task.

2) STATISTICAL SIGNIFICANCE TEST
In this section, a statistical t-test [92] is conducted to examine
whether the performance difference between the proposed
model and each baseline is statistically significant. Basically,
the t-test is run based on two hypotheses:

Null Hypothesis (H0): There is no significant difference
between the overall performance of our proposed model and
each baseline.

Alternative Hypothesis (Ha): There is a significant
difference between the overall performance of our proposed
model and each baseline.

Table 14 represents the t-test results on both Accuracy
and F-1 score, in addition to the 95% Confidence Interval
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TABLE 13. Comparison of our proposed model and other baselines in terms of accuracy and F1-Score w.r.t. Training Time, Prediction Time, and
Handcrafted features used.

(CI) of each model. The results indicate a strong statistical
significance between the Accuracy of our model and the
SEPRNN [46], LMs+Attention mechanism [47], Attention-
based Uni-LSTM [65], and CNN + Mairesse model [91] at
the level of p-value < 0.01, and Bi-LSTM [48] at the level of
p-value < 0.05.

Moreover, the t-test on the F-1 results finds a strong
statistical significance between the performance of our model
and LMs + Attention mechanism [47], CNN + Mairesse
model [91] at the significance level of p-value < 0.01, and
SEPRNN [46], Attention-based Uni-LSTM [65], and Bi-
LSTM [48] at the level of p-value < 0.05.

Overall, this analysis demonstrates that the proposed
model achieved significant improvement in terms of Accu-
racy (with 95% CI: 0.7860, 0.7943) and F1-score (with 95%
CI: 0.7969, 0.8143) compared to all baselines. From these
results, we reject the null hypothesis and accept the alternative
hypothesis, which assumes a significant difference between
the overall performance of our model and each baseline.

VI. DISCUSSION
This work introduced a unified end-to-end APR model, the
APR_ConvLSTM, designed to effectively predict the Big
Five personality traits from social media texts. In Section I,
we formulated two main research questions to assess the
success of the proposed model against machine learning
methods and state-of-the-art deep learning models.

To answer RQ1, we conducted experiments on two
real-world datasets (i.e., PAN-2015 and X-Big5), as well as
a combined set of them to compare the APR_ConvLSTM
performance with commonly used machine-learning meth-
ods. As we can see from Experiment 1 and Experiment 2,
our model significantly outperforms all machine-learning
methods in predicting all Big Five personality traits on both
X-Big5 and the combined dataset. Additionally, it achieved
the best performance results on the PAN-2015 dataset
across all metrics compared to SVM, Decision Tree, and
Naïve Bayes methods. Although almost similar results were
achieved by the K-Nearest Neighbors method in predicting
the four traits: Openness, Conscientiousness, Extraversion,
and Agreeableness, our model outperforms it in predicting
Neuroticism with an important increase in accuracy, recall,

and F1-score metrics. Overall, although the performance
of machine learning methods fluctuates from one dataset
to another, our model remains the best performer at each
personality dimension, regardless of the dataset used. This
demonstrated the strong capacity of the APR_ConvLSTM
and the advantage of deep neural networks in the APR task
over traditional machine learning approaches.

To answer RQ2, we compared the performance of our
model on the large dataset (i.e., combined dataset) with the
state-of-the-art deep-learning APR models. As we have seen
from Experiment 4 and Section V-C, our model significantly
outperformed all baselines in predicting each personality trait
with the best average accuracy and F1-score of 79.01% and
80.56%, respectively. Overall, the APR_ConvLSTM has two
main advantages. First, it is a fast, efficient, and lightweight
end-to-end model where all the personality dimensions
are predicted simultaneously and independently from each
other, instead of training multiple APR models, one for
each dimension. Second, it extracts contextual features and
complex linguistic patterns from texts without a need for a
laborious feature engineering process.

Moreover, our proposed model has significant practical
applications in a variety of areas. For example, in human-
computer interaction [93], our model can improve user
experience by adapting interfaces and interactions based on
a user’s personality traits inferred from their social media
texts. In targeted marketing [17], businesses can optimize
advertisements and recommendations by tailoring them to
a user’s personality traits, enhancing user engagement and
satisfaction. Similarly, our model can assist human resource
professionals in screening candidates whose personality traits
align with specific roles, improving hiring decisions [18].
Additionally, it can be applied to a variety of downstream
tasks, such as recommender systems and information seek-
ing. For example, clustering people with the same personality
traits and preferences enables industries to make accurate and
personalized recommendations.

Apart from the valuable opportunities provided by the
APR models, ethical issues of using social media data and
personality information must be considered. One of the
biggest concerns is the possible exploitation or misuse of
users’ data without their knowledge or consent [94], [95].
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TABLE 14. Statistical analyses of our APR_ConvLSTM and state-of-the-art models in terms of accuracy and F1-score.

To mitigate these concerns, it is essential to ensure data
transparency, user consent, and promote the responsible use
of APR models in real-world applications. Since addressing
ethical concerns of APR models is beyond the scope of the
current work, it is worthwhile to pay serious attention to them
in future work.

VII. CONCLUSION
In this work, we presented a deep learning-based APR
model, APR_ConvLSTM, that integrates the merits of
CNN and Bi-LSTM to effectively recognize the Big Five
personality traits from social media user-generated texts. The
APR_ConvLSTM is a unified end-to-end APR model where
all personality dimensions are recognized simultaneously
without needing a cumbersome feature engineering process.
Due to the lack of available datasets, we collected a
new personality dataset from the X platform consisting of
31,417 tweets annotated with users’ ground truth Big Five
personality traits. Several pre-processing methods are applied
to this dataset to clean it from noise and less informative
data. Then, we performed extensive experiments on X-
Big5 and PAN-2015 Author profiling datasets, including
1) comparison with traditional machine-learning methods,
2) investigating the effectiveness of the APR_ConvLSTM
over large-scale dataset obtained from combining X-Big5
and PAN-2015 Author profiling datasets, 3) studying the
impact of hyperparameters such as kernel sizes, kernel
numbers and different word embedding methods on the
performance of the APR_ConvLSTM, 4) comparing with
state-of-the-art deep-learning APR models. The results show
that our APR_ConvLSTM significantly outperforms all
machine-learning methods and state-of-the-art baselines in
detecting all the Big Five personality dimensions. Overall,
it achieved the highest Accuracy and F-1 score of 79.51% and
86.54% on the PAN-2015 dataset and 87.95% and 81.35%,
respectively, on the X-Big5 dataset. Moreover, it shows
promising performance over its competitors, with the highest
average Accuracy and F-1 score of 79.01% and 80.56%,
respectively, on the combined dataset. Interestingly, the
model reached competitive results in predicting Openness,

Extraversion, Agreeableness, and Neuroticism traits with
the highest F1 scores of 88.60%, 77.35%, 76.16%, and
74.52%, respectively, on the combined dataset. These results
indicate the effectiveness of our model and the powerful
learning capability of neural networks, from which the
APR can benefit. Additionally, we found that increasing the
convolution filter size results in a performance reduction due
to noise impact, while increasing the number of filters leads to
better recognition results. Glove and Word2Vec: Skip-gram
were the best word embedding methods, providing better
word representation for the APR_ConvLSTM.

A. LIMITATIONS
While our proposed model demonstrates promising perfor-
mance in predicting personality traits from social media
texts, it has some limitations that need to be considered
in future work. First, the datasets used in this study are
relatively small. In general, the text-based APR field lacks
the availability of large, labeled social media personality
datasets. This can be attributed to the cost of data annotations
and user privacy issues. Second, we limited our experiments
to datasets from the X platform; however, experimenting with
datasets from other social networks, such as Facebook, will
be more beneficial. Third,, our model is designed to predict
the Big Five personality traits from users’ texts; however,
considering other modalities such as images and videos is
worthwhile. Finally, in the related work section, we limited
our review to those studies published after 2014, which may
lead to excluding some relevant foundational studies.

B. FUTURE WORK
In terms of future work, there are several routes worth
considering: (i) Enlarging the dataset collected in this study
(i.e., the X-Big5 dataset) to include more representative and
diverse instances. (ii) Exploring the model’s applicability to
other languages and various social media platforms sources
(e.g., Facebook, Reddit) and text sources (e.g., essays,
articles, news). (iii) Investigating the capacity of other deep-
learning methods, e.g., attention mechanisms and various
pre-trained language models, e.g., BERT, XLNet, and GPT,
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in predicting the Big Five personality traits from social media
users’ texts. (iv) Improving the model by including features
from other user information such as audio, images, and video.
(v) Enhancing the interpretability of the proposed model
by incorporating explainability methods, such as SHAP and
LIME, to identify the key linguistic features influencing the
prediction of personality traits.
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