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Abstract 

This study analyses the implications of Inflation Targeting (I.T.) for the Exchange Rate Pass-Through 

(ERPT) to inflation and trade balance by focusing on the first three movers i.e. New Zealand, UK and 

Canada. Drawing on the monthly data from October 1976 to September 2017, we employ a TVSVAR 

framework. Our key findings suggest that there is significant evidence of time-variation in the ERPT to 

inflation and trade balance in all three countries. Contrary to the notion that the ERPT to inflation has 

decreased under inflation targeting, in fact, there is strong evidence that if there is anything, it is the 

other way round. The ADF unit root test with a structural break suggests that the oscillations in 

coefficients for inflation show a decrease and the timing corresponds to the start of I.T. However, this 

coincident cannot lead to infer that the ERPT has lost its significance. There is also a considerable 

amount of heterogeneity in the ERPT in the under-analysis countries. Specifically, in response to the 

positive Real Effective Exchange Rate (REER) shock, the inflation fell in the UK and New Zealand 

whereas, in Canada, it had the opposite effect. On the ERPT to the trade balance, the results on the UK 

showed clear evidence of J-curve whereas in Canada, the impact was rather instantaneous, and the trade 

balance quickly deteriorated. In New Zealand, the trade balance also showed deterioration in response 

to the REER shocks, although comparatively there was milder response than Canada and the UK. Our 

findings have profound implications for monetary policy formulation under I.T. regimes and the 

influence of ERPT on price stability and external balance.   
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1. Introduction 

Price stability has almost always been the focus of monetary policymaking, particularly since the 

periods of great inflation in the 1970-80s. This emphasis had been at its greatest around the period of 

great moderation where the sole of purpose of the monetary policy was price stability, and if this goal 

is achieved everything was expected to find the place like pieces of the jigsaw. Despite the change in 

the tone and stance of monetary authorities in the Post-Global Financial Crisis (GFC) era where the 

financial stability has also become the responsibility of monetary authorities, price stability remained 

their core function. Keeping the objective of price stability in focus, the strategy of explicit inflation 

targeting was adopted by the Reserve Bank of New Zealand (RBNZ) in the 1990s. Soon after RBNZ, 

the Bank of England and Bank of Canada followed the suit and as it stands, there are about 28 countries 

which have adopted the strategy of explicit inflation targeting, (IMF, 2017). Having an explicit inflation 

target as a part of monetary policy framework acts as a nominal anchor, once this anchor is laid, the 

monetary policy actions can then steer the inflation to its target in stipulated period e.g. medium-long 

term. Concomitantly, one of the major advantages of inflation targeting is what one may call “double-

edge effect”, putting simply; it combines the characteristics of both “rules” and “discretion” in the 

monetary policy framework. This is a prima facie manifestation of “constrained discretion1”. The 

inflation targeting requires some degree of independence in terms of instrument setting as well as the 

willingness and the ability of the monetary authority to focus on inflation as the prime objective.  

The start of inflation targeting, pioneered by New Zealand (followed by Canada, UK et al.) was also 

the period for the beginning of the great moderation. As it is prima facie evidenced in Figure 1, since 

the start of the inflation targeting, the inflation has been mostly low by historical standards. So, shall 

we consider it as a fruit of “good policy” or mere coincidence with the great moderation and hence 

“good luck”?  In this regard, Beaudry and Ruge-Murcia (2017) argued that although non-targeting 

countries have also achieved macroeconomic stability, in comparison with the other countries (US, UK, 

NZ, Sweden and Australia) the strategy has been comparatively more successful in Canada.  In a recent 

study, Yetman (2017) argued that the explicit inflation‐targeting regime (Canada) provides for less 

uncertainty about future monetary policy actions than the US where there was no explicit numerical 

inflation target (until 2012) to anchor expectations. 

 
Figure 1 Inflation Rates and Inflation Targets for New Zealand, Canada, and the United Kingdom, 1980–

2014; Source (Mishkin, 2016).  

 
1 Term coined by Bernanke (2003) in his famous speech “"Constrained Discretion" and Monetary Policy”.  



By influencing the inflation as well as inflation expectation, the credible inflation targeting shall harbour 

the price stability. According to its proponents, there are numerous benefits of inflation targeting, for 

instance, simplicity, transparency, accountability, anchoring of inflation expectations and most 

importantly price stability.  However, there are also some critiques of inflation targeting which argued 

that the strategy of inflation targeting has crucial limitations (see Nasir et al 2020a for a detailed insight 

into this debate). Concomitantly, the debate continues, yet there are two implications one shall consider 

at this juncture a) there are various other factors to take into account if we are considering the 

consequences of the inflation targeting b) impact of inflation targeting could materialise differently 

among various economies as well as on different aspects of the same economy. As a corollary of this 

notion, one aspect of inflation targeting which is fairly underappreciated, yet, fundamentally important 

for the monetary policy formulation as well as its success is the “Exchange Rate Pass-Through (ERPT)” 

i.e. responsiveness of prices to exchange rate dynamics. Undoubtedly, exchange rate fluctuations have 

great significance for the competitiveness of an economy, its financial sector as well as ability and cost 

of servicing the debts, denominated in the foreign currency. Nonetheless, an important aspect of the 

exchange rate movement is ERPT. Therefore, even if the monetary authority is not directly controlling 

the rate of exchange of domestic currency, the exchange rate dynamics will still have profound 

implications for the monetary policy framework through inflation channels. The effect of exchange rate 

moment is a “critically important determinant” of the timing of monetary policy actions (Forbes, 2016). 

Despite, the profound importance of ERPT, and a great amount of research and empirical evidence 

some of which we will acknowledge in the next section, in Forbes (2016, p.3) words “we have 

surprisingly poor understating of exactly how exchange rate movements affect inflation”. Similarly, Ha 

et al (2019) have argued that the ERPT to inflation varies considerably across countries and is time-

variant. Furthermore, the ratios of ERPT are lower in the countries which have a flexible exchange rate 

regime and have adopted inflation targeting. A crucial factor which has made the understanding even 

more difficult is the time-variation of the association between exchange rate movements and price 

dynamics. Furthermore, one aspect which also requires special consideration and also a motivation for 

this study is the intuitional design of monetary policy framework and its implications for the ERPT.  In 

simple words, whether and how the framework of explicit inflation targeting can influence the 

association between exchange rate dynamics and rate of inflation?   

In the light of economic theory, the dynamics of the exchange rate are not only important for the price 

stability but without any doubt, they have profound implications for a country’s external (trade) balance. 

On this notion, we can go back two and a half centuries to Hume’s (1742) price–specie flow mechanism 

argument. However, effects of exchange rate dynamics on trade balance are contingent on the imports 

and exports elasticities and whether they add up to a value greater than unity, a phenomenon often 

referred as the Marshall- Learner condition (Bahmani-Oskooee and Ratha, 2004). Empirical evidence 

suggests that depreciation of currency shall harbour significant improvement in the external balance of 

both developed and developing countries (Bahmani-Oskooee et al., 2013, Bahmani-Oskooee, 2016; 

Yildirim and Ivrendi, 2016). Although there are some studies which reported the absence of such a 

mechanism, for instance, Rose and Yellen (1989) and Rose (1991) failed to find a significant impact of 

exchange rate dynamics on the trade balance. Nonetheless, if we are considering the time-varying aspect 

of ERPT to inflation, it would be very logical to assume that there could be time-varying implications 

of exchange rate dynamics for the trade balance. As the fundamental of the economies competitiveness, 

for instance, terms of trade, innovation, productivity as well as trading channels do change in the face 

of time, the association between the exchange rate and trade balance may well be time-variant.  

An important contribution this study is endeavouring to make to the debate on ERPT is the consideration 

of time-variation. On this issue, Forbes (2016, p. 14) argued that “One assumption that is traditionally 

made in many institutions when analysing pass-through is that it is fairly stable over time – at least 

within a given country. This assumption has continued to be used in most analyses of pass-through, 

despite it being challenged in a number of studies over the years – including at the Bank of England”. 

New Zealand, UK and Canada are the economies where inflation has been explicitly targeted for over 

a quarter of a century, and on this aspect, there is a notion that the inflation targeting could diminish the 

impact of the exchange rate on inflation (See, Edwards, 2007, Junior 2007). However, the empirical 



evidence suggests that the ERPT to inflation has been in fact increasing in recent years (See Forbes 

2016, Forbes et al 2017).  In this study, we will put this notion to the empirical testing and see if the 

significance of ERPT for inflation as well as external balance have diminished under the inflation 

targeting. One more novelty of this study is the consideration of the ZLB. Given that the analysis carried 

out by Forbes et al, (2017) reported that “exchange rate movement caused by the monetary policy shocks 

consistently correspond to significantly higher estimates of pass-through than demand shocks”, hence 

it raises a question that since monetary policy is constrained at a proximal ZLB for the last 11 years (by 

the writing of this paper), what implications it has for the ERPT?  Contextualising on these aspects 

together, we analysed the ERPT to inflation and trade balances of the first adopters of inflation targeting 

regime 2 (New-Zealand, UK and Canada) in a time-varying empirical framework. In so doing, we 

employed a TVSVAR framework on the data from October 1976 to September 2017. To start with, the 

ADF unit root test with a structural break is also applied inflation dataset. The coefficients showed the 

beginning of a period of tranquillity which corresponded with the start of inflation targeting. With 

regards to the ERPT, our key findings suggest that there was significant evidence of time-variation in 

the ERPT to inflation and trade balance in all three countries. Contrary to the notion that the ERPT to 

inflation has decreased in the inflation targeting economies, in fact, there is strong evidence that it is 

the other way around. There is also a considerable amount of heterogeneity in the ERPT to inflation in 

the under-analysis countries. Specifically, in response to the positive Real Effective Exchange Rate 

(REER) shock, inflation fell in the UK and New Zealand, however, in Canada, it had the opposite effect. 

On the ERPT to the trade balance, the UK showed clear evidence of J-curve, whereas in Canada, the 

impact was contemporaneous and trade balance quickly deteriorated. In New Zealand trade balance 

also showed deterioration in response to the REER shocks, although comparatively there was milder 

response than Canada and the UK. Our findings have profound implications for monetary policy 

formulation under inflation targeting regimes and influence on the ERPT to inflation and trade balance.   

Paper proceeds as follows, § 2 contextualises the core argument of the subject treatise by critically 

discussing the nexus between inflation targeting, ERPT and Trade Balance in the light existing 

evidence, § 3 sets out and briefly describes the layout of TVSVAR framework, § 4 will present the 

findings and in § 5 we will draw conclusion and discuss the policy implications.   

2.1 Inflation Targeting & ERPT  

Dawn of inflation targeting broke on New Zealand’s soil and soon after was followed by the UK and 

Canada. However, until very recently, some of the biggest players, prominently the US Fed and 

European Central Bank (ECB) did not show a much zeal toward adopting this framework (Riboni and 

Ruge-Murcia, 2018). Perhaps, one of the missing ingredients was the willingness and appetite of the 

central bank to do so. Nonetheless, there is no doubt that there were favourable views about inflation 

targeting among prominent US economists. For instance, Bernanke et al (2001) in their comprehensive 

study, strongly argued that the inflation targeting has clear advantages and the US Federal Reserve and 

the European Central Bank (ECB) should adopt the inflation targeting3. In terms of advantages, they 

argued that the simplicity and openness of inflation targeting made it far easier for the public to 

understand the intent and effects of monetary policy. Perhaps, there is also an increase in the 

policymakers' accountability on one hand and flexibility of accommodative "discretionary," monetary 

policy actions on the other. Drawing on the evidence from nine countries4  it was argued that inflation-

targeting countries have typically seen lower inflation, lower inflation expectations, and lower nominal 

interest rates, and shocks to the price level have less of a "pass-through" effect on inflation.   

 
2 See Haldane (1995) for a detailed insight.  
3 In fact, they followed the advice (or in case of Fed order).  
4 Germany and Switzerland (employed a form of inflation targeting focused on money), Australia, New Zealand, 

Canada, Sweden, Israel, Spain and United Kingdom.  



An inflation-targeting framework with well-anchored inflation target is supposed to be helpful in 

delivering a moderate and stable rate of inflation (Obstfeld, 2014). In this context, transparency is one 

of the major benefits of explicit inflation targeting. Perhaps, it was the effort towards a higher degree 

of transparency that the Bank of England pioneered the “Inflation Report” in 19935. Almost two decades 

later, similar ambitions led the Federal Reserve to make its views and approach to inflation more explicit 

and start producing "Statement on Longer-Run Goals and Monetary Policy Strategy”6. Williams (2014) 

argued that in the Post-GFC world, the explicit, as well as implicit inflation targeting has been 

successful in bringing price stability and anchoring inflation expectation. However, there are two vital 

challenges, the constraint of the Zero Lower Bound (ZLB) on nominal interest rates and the appropriate 

role of monetary policy in supporting financial stability. On the issue of ZLB, an important aspect which 

this study is also focusing on is its implications for the ERPT, given that at the ZLB the monetary policy 

is constraints, it may influence credibility or at least the ability and perceived ability of the monetary 

policy to act to stabilize the inflation and output, though evidence is not conclusive (see Ruge-Murcia, 

2002, Ruge-Murcia, 2010; Nasir, 2017). We will reflect on this aspect later and it would also navigate 

our empirical endeavour, for now, reverting back to the effectiveness of inflation targeting, the issue is 

still debatable (contrast, see Nasir et al 2020 for discussion). Perhaps this is the reason that the inflation 

targeting framework is not universally applied. In the Post-GFC era and monetary policy formulation, 

the debate got more inflamed (see, Frankel, 2012; Reichlin and Baldwin, 2013). In a nutshell, the 

success of inflation targeting is debatable as the empirical evidence is inconclusive and contrasting.  

Yet, the focus of this treatise is on the implication of inflation targeting for the ERPT to inflation and 

trade balance, in the face of time variation and hence, during those instances when the monetary policy 

is in proximal ZLB.  

2.2 Inflation & ERPT  

There is a huge amount of literature confirming the substantial effects of the ERPT on inflation which 

also shows varying degrees of impact7. The concept of ERPT is simple yet, its importance for the 

economy and hence for the monetary policy is paramount. This significance has made it an important 

venue for research and exploration. Apparently simple, the ERPT is quite complex phenomena hence 

it is difficult to comprehend and predict the way it materialises (see Krugman, 1987; Dornbusch, 1987; 

and Klein, 1990). In this regard, a number of studies focusing on industry/micro-level data suggested 

that the ERPT could be influenced by a number of factors including the import/export composition, 

nominal rigidities, currencies of pricing, market up adjustment, dispersion of price changes and 

competition in the final goods8.  

Debunking some of the misunderstandings which led to under-appreciation of the ERPT, Forbes (2016) 

argued that assumptions like ERPT are greater in the sector with a greater import content and the sector 

that is more tradable and intentionally competitive does not hold their grounds in the face of evidence. 

Nonetheless, the magnitude of the ERPT continues to change-over-time. On the aspect of time-variation 

and its direction, there is limited yet contrasting evidence. For instance, on the UK and US, Mumtaz et 

al. (2006) and Marazzi et al (2005) reported that the ERPT to import prices had decreased significantly. 

Similarly, focusing on Switzerland, Stulz (2007) documented that pass-through has fallen, while 

contrarily, Fleer et al. (2015) documented that it has increased sharply. In evidence from the Euro area, 

Ozyurt (2016) reported a decline in the ERPT in the 1990s, whereas Jasová et al (2016) reported changes 

 
5 Inflation reports and details on the Bank of England Monetary framework are available at 

https://www.bankofengland.co.uk/monetary-policy  
6 See Federal Reserve (2018).  
7 For instance See Menon (1995), Goldberg and Knetter (1997), , Campa and Goldberg (2005), Choudhri and 

Hakura (2006), Mumtaz et al, (2006), Bhattacharya et al (2008), Burnstein and Gopinath (2013), Forbes (2015), 

Forbes (2016), Yildirim and Ivrendi (2016) and Nasir and Simpson (2018).  
8 Study by Forbes et al (2015) acknowledged and complied this evidence.  

https://www.bankofengland.co.uk/monetary-policy


in pass-through in developing and developed countries since the GFC9. In the most recent cases, 

capitalising on Forbes et al (2015) framework and focusing on Euro countries (Germany, France, Italy 

and Spain), Comunale and Kunovac (2017) showed that the ERPT to inflation in the euro area is time-

variant. Whereas, a recent study by Nasir and Simpson (2018) on the UK suggested rather an increase 

of pass-through magnitude in recent years. Perhaps, it was this contrasting evidence and ambiguous 

nature of ERPT that led Forbes (2016) to argue that: 

“To summarize, recent evidence from the UK supports results from several countries at 

different time periods—that pass-through appears to change over time. Given that this point has been 

made in the past, it is unclear why it has not been incorporated in mainstream thinking and analysis on 

pass-through. This may partly reflect the impossibility of forecasting pass-through if it changes over 

time—and especially if one does not fully understand why it changes” (Forbes, 2016 p. 31-32).  

Clearly, there is an element of Time variation as well as a question on the direction of this variation. On 

this aspect, there is evidence of change in the ERPT to inflation, during and post GFC (Forbes, 2016 

and Forbes 2015b). Nonetheless, the timing of shock in terms of the economy’s position on the business 

cycle at the point of impact is also critical to consider (Forbes, 2016).  There are also a number of studies 

which reported country-wise differences in the ERPT to reflect on the importance of structural 

differences across countries (for instance, contrast Gopinath (2015), Stulz (2007) and Fleer et al (2015), 

Forbes (2015), Fisher (2015) and Ha et al (2019).  The depiction of the country-wise difference is 

evident in Figure 2:  

 
Figure 2: Exchange Rate Pass-through by country (Source; Forbes et al 2017)  

 

In a rather recent and fairly comprehensive study, Forbes et al (2017) found differences among the 

countries attributed to the structure of their economies as well as differences in the degree of pass-

through associated with the nature of the shock. It made them conclude that in an effort to understand 

how the exchange rate movement will affect inflation, we shall take into account the structure of the 

economy as well as the source of the shock. This line of reasoning has another dimension, if the adoption 

of inflation targeting influences the inflation as well as inflation expectation, then logically adoption of 

such a strategy shall also influence the ERPT to inflation? We will revert to this point in the next section. 

An important point to note at this juncture is that the ERPT to inflation is time-variant and there are 

country wise differences, a clear depiction of this notion is also explicit in Figure 3.  

 
9 Jasová et al (2016) also urged that the non-linearties should be taken into account while considering the ERPT, 

an aspect the subject study will consider. 



  
Figure 3: Pass-Through estimates over four 6-year periods (Source Forbes 2017).  

 

Whilst the time variation and country-level heterogeneity in the ERPT to inflation poses challenges to 

the understanding of the implications of exchange rate dynamics, it also opens a new venue for 

explorations. Exchange rate movements are an important determinant of the inflation and obviously, 

monetary policy setting. High and volatile ERPT can pose challenges to monetary policy in her efforts 

towards the attainment of inflation target (Fraga et al, 2003). The credibility of the central bank is 

important in perusing the objective of price stability (see Taylor, 2000; Gagnon and Ihrig, 2004; Choudri 

and Hakura, 2006; Caselli and Roitman, 2016 and Carriere-Swallow et al. 2016). For the same reason, 

it is important to consider what implications inflation targeting strategy has for the ERPT to inflation. 

Often, there is a notion of anchoring inflation expectations through inflation targeting. In the context, 

of ERPT to inflation expectations, Nasir et al (2020a) reported significant evidence of ERPT to inflation 

expectations in the UK and New Zealand.  Whereas, Nasir et al (2020b) report significant evidence of 

ERPT to inflation expectations in the small open economy of the Czech Republic which is also inflation 

targeting regime. In a comparative study on the inflation targeting and non-targeting economies of 

Scandinavian countries, Nasir et al (2020c) reported that the ERPT to inflation expectations was found 

in Norway, Sweden and Denmark. This implies that the notion of anchoring inflation expectations 

through inflation targeting so that the ERPT could be tamed does not hold much water. Hence, the 

ERPT to the inflation as well as trade balance may still be valid under inflation targeting.  

2.3 Trade Balance & ERPT  

Exchange rate dynamics have important implications for the external (trade) balance of a country and 

its global competitiveness, as a weaker currency makes the exports more attractive to foreigners and 

vice versa for the domestic consumers. Subject to the Marshall-Learner condition, exchange rate 

depreciation (appreciation) can lead to improvements (deterioration) of the balance of trade. Analogous 

to the ERPT to inflation, the response of trade balance is not that straightforward either, and one shall 

not always expect an instantaneous improvement in trade balance following a depreciation. Empirical 

evidence suggests that there is a J-curve that prevails (see, Bahmani-Oskooee and Ratha, 2004; and 

Bahmani-Oskooee et al. 2018). In simple words, before any improvements, initially, exchange rate 

depreciation leads to a deterioration of trade balance. Similarly, Bahmani-Oskooee (1991) analysis on 

LDCs reported that devaluation often improves the trade balance in the long run, while in their study 



on the trade balances of the developed countries, Lane et al (2002) reported negative effects of exchange 

rates appreciation10. As the ERPT effects the prices of imports (Ali and Anwar 2016), concomitantly, 

the improvements in the trade balance are also results of expenditure switching and expenditure 

changing policies by the household and firms (Yildirim and Ivrendi, 2016). Contrarily, some of the 

studies focusing on the exchange rate and trade balance could not find a significant link (Rose, 1990) 

or evidence of J-Curve (Rose and Yellen, 1989). Analysis by Rose (1991) of the Post-Breton Woods 

period (1974 – 86) using data of five OECD (UK, Canada, US, Germany, Japan) countries reported 

lack of significant evidence of exchange rate affecting the trade balance. Some studies also suggest 

heterogeneity in the response of the economy to the exchange rate shocks (e.g. see Boyd et al (2001) 

on the eight OECD countries)11.   

One may object that on the debate on inflation targeting and ERPT, where does the trade balance stand? 

However, the nexus between ERPT to inflation and trade balance shall not be seen in isolation. The 

reasoning and logic of this position are embedded in the notion that in the floating exchange rate system, 

exchange rate variability is an important factor contributing to inflation variability (Bahmani-Oskooee, 

1991). To say the least, the monetary authority of an open economy adopting an inflation targeting 

strategy will be myopic, if in its analysis and treatment of ERPT, the external balance and implications 

it may have are condoned. Beyond any reasonable doubt, unlike monetary targeting, inflation targeting 

is not dependent on the stability of the demand for money and, unlike foreign exchange targeting, it 

does not require direct foreign exchange market intervention, huge changes to the interest rates, and the 

loss of monetary authority’s independence (Mishkin, 1998; Canarella and Miller, 2016). In terms of 

stabilisation and targeting of the exchange rate and inflation, there are suggestions and indications 

towards a symmetric relationship (see Gerlach, 1994)12. However, there is also an argument that a 

managed exchange rate environment delivers a stronger nominal anchor to inflation shock and 

concomitantly helps in the inflation targeting (Pourroy, 2012). Some studies, for instance, Goldfajn and 

Muinhos (2003), Gagnon and Ihrig (2004) and Edwards (2007) have suggested that inflation targeting 

could lead to a decline in the ERPT to inflation. Junior (2007) argued that while the ERPT could decline 

due to the adoption of Inflation Targeting, it should be not inferred that the ERPT has become non-

existent, particularly in the long run. Some scholars have tried to explain the fall in ERPT and suggested 

that the ERPT might have been declined due to the increased credibility and gains one may associate 

with the inflation targeting which can keep the inflation expectations low after depreciation (Mishkin 

and Savastano (2001), Eichengreen (2002) and Schmidt-Hebbel and Werner (2002). However, recent 

studies by Nasir et al (2020a, 2020b and 2020c) suggest that it is not the case and there is ERPT to 

inflation expectations. Nonetheless, Forbes (2016), Forbes et al (2017), Nasir and Simpson (2018) 

suggests an increase in ERPT in recent years. Evidence on the implications of the source of exchange 

rate movements on ERPT presented by Forbes et al (2017) suggested that the monetary policy shocks 

induced exchange rate movements’ leads to the highest magnitude of ERPT to inflation. A very 

important point to note at this juncture is that the monetary policy in the under-analysis countries has 

either been at or very close to the ZLB over the last decade. An intuitive question arises that what 

implications it may have for the ERPT? In specific to under analysis economies i.e. New Zealand, UK 

and Canada, the exchange rate is not managed but inflation has a statutory target. Therefore, the 

monetary policy could be off-guard to exposure of inflation and inflation expectations to the exchange 

rate dynamics, unless the nominal anchors i.e. inflation target can compensate for the absence of an 

exchange rate anchor. Flexible exchange rates could be more effective in the adjustment of external 

imbalances (Ghosh et al, 2013). Yet, in the given exchange rate regime and inflation targeting regime, 

the question we are concerned with is that what implications ERPT can have for inflation and trade 

balance in the subject economies. Nonetheless, how has the association among the under-analysis 

 
10 In recent studies, Bahmani-Oskooee et al (2018) and Nasir and Leung (2019) reported asymmetries in the impact 

as well as duration (also see Aftab et al, 2016). 
11 Canada, France, Germany, Italy, Japan, Netherlands, UK and US.  
12 Increase in interest rate to stabilize the falling exchange rate can also help to curb the inflation. 



entities changed over-time, what implications ZLB has and how ERPT has been influenced by the 

strategy of inflation targeting pioneered by these countries more than a quarter of a century ago.  

3.1 Methodology  

To account for the time-varying aspect of ERPT to inflation and trade balance, we employed a TV-

SVAR framework. In so doing, we drew on the seminal work by Primiceri (2005) and Del Negro and 

Primiceri (2015)13. The novelty and rationale of this choice are that in this framework, coefficients and 

entire variance-covariance matrix of the shocks are allowed to vary over time. This is particularly 

important when our aim is distinguishing the changes in the transmission mechanism of the ERPT to 

inflation and trade balance from the changes in the typical size of the exogenous innovations in Pre and 

Post inflation targeting.  

3.2 The TVSVAR Model  

Employed TVSVAR model comes with the benefit of drifting coefficients that account for the potential 

temporal variation and nonlinearities. Furthermore, the possible heteroscedasticity of the shocks and 

nonlinearities in the simultaneous relations among the variables of the model is captured by the 

multivariate stochastic volatility.  Considering the fact that we are allowing for the time variation both 

in the coefficients and the variance-covariance matrix,  hence, it is left up to the data to determine 

whether the time variation of the linear structure derives from changes in the size of the shocks (impulse) 

or from changes in the propagation mechanism (response)14.  To start with, let’s consider the following:  

tktktttt uByBCy ++++= −− ,1,1 ...........   t = 1, ………., T.  (1) 

Where 𝑦𝑡 is an n x 1 vector of observed endogenous variables i.e. the real effective exchange rates, 

inflation rate, current account balance as % of GDP; 𝐶𝑡is an n x 1 vector of time-varying coefficients 

that multiply constant terms; 𝐵𝑖,𝑡,𝑖=1,…,𝑘 are the n x n matrices of time-varying coefficients; 𝑢𝑡are 

heteroscedastic unobservable shocks with variance-covariance matix Ω𝑡  which is defined by  

                                                                   𝐴𝑡Ω𝑡𝐴𝑡
′ = ∑𝑡∑𝑡,

′                    (2) 

Where 𝐴𝑡  is the lower triangular matrix,   

𝐴𝑡 = [

1 0 … 0
𝑎10 1 ⋱ ⋮
⋮ ⋱ ⋱ 0

𝑎𝑛1,𝑡 … 𝑎𝑛𝑛−1,𝑡 1

] 

And ∑𝑡 is the diagonal matrix  

     

∑𝑡 =

[
 
 
 
𝜎1,𝑡 0 … 0

0 𝜎2,𝑡 ⋱ ⋮

⋮ ⋱ ⋱ 0
0 … 0 𝜎𝑛,𝑡]

 
 
 
 

Thus, it follows that 

                                          ++++= −− ktktttt ByBCy ,1,1 ........... 𝐴𝑡
−1∑𝑡𝜀𝑡                       (3) 

 
13 See Primiceri (2005) for a detailed and interesting insight on the development of Time Varying Parameter 

SVAR framework. In order to conserve the space, we would be abstract on the discussion of TVP-SVAR model, 

however interested reader can refer to Primiceri (2005) or later who followed this approach, e.g. Nasir (2017).  
14 Note, the employed framework admits various kinds of shocks (Primiceri, 2005) 



     𝑉(𝜀𝑡) = 𝐼𝑛 

If we stack up all the Right-hand Side coefficients in the Eq. (3) in a vector 𝐵𝑡  and rewrite it as;-  

 

                                  𝑦𝑡 = 𝑋𝑡
′𝐵𝑡 + 𝐴𝑡

−1∑𝑡𝜀𝑡 ,                                    (4) 

 

                                                      𝑋𝑡
′ = 𝐼𝑛⨂[1, 𝑦𝑡−1

′ , … , 𝑦𝑡−𝑘
′ ]                                     

Whereas the Kronecker product is denoted by the symbol⨂. For the true spirit of TVSVAR, the matrix 

𝐴𝑡 should be time-variant. Simply letting the 𝐴𝑡 constant would imply that innovation to the 𝑖 − 𝑡ℎ 

variable has a time-invariant effect on the 𝑗 − 𝑡ℎ variable which would be obviously not desirable. 

Particularly, in a time-varying framework where the simultaneous interactions are of fundamental 

importance, as is the case of the subject treatise.  Now if we let the 𝑎𝑡   to be the vector of non-zero and 

non-one elements of the matrix 𝐴𝑡 and 𝜎𝑡 be the vector of the diagonal element s of the matrix∑𝑡, the 

dynamics of time-varying parameter can be specified as follows:-   

𝐵𝑡 = 𝐵𝑡−1 + 𝑣𝑡,   (5) 

𝑎𝑡 = 𝑎𝑡−1 + 𝜁𝑡,   (6) 

𝑙𝑜𝑔𝜎𝑡 = 𝑙𝑜𝑔𝜎𝑡−1 + 𝜂𝑡,                (7) 

Where the elements of the vector 𝐵𝑡 are modeled as the free elements of the matrix 𝐴𝑡   as well as random 

walks15. With the following assumptions on the variance-covariance matrix, all the innovations in the 

model are considered to be jointly normally distributed: 

𝑉 = 𝑉𝑎𝑟 =  ([

𝜀𝑡 

𝑣𝑡

𝜁𝑡

𝜂𝑡

])  = [

𝐼𝑛 0 0 0
0 𝑄 0 0
0 0 𝑆 0
0 0 0 𝑊

]     (8) 

Where 𝐼𝑛 is an n x n-dimensional identity matrix 𝑄, 𝑆 and 𝑊 are positive definite matrices16.  In each 

equation, the coefficients of the contemporaneous relations are assumed to evolve independently. This 

increases the efficiency of the estimation algorithm.  

3.3 Bayesian Estimation & Prior Selection  

The Bayesian approach is employed to estimate the model and for the evaluation of the posterior 

distribution of the parameters (𝐵𝑇 𝐴𝑇 Σ𝑇) and hyperparameters of the variance-covariance matix 𝑉. We 

employed Gibbs Sampling for the posterior numerical evaluation of the parameters of interest. This 

approach delivers efficient estimates (Primiceri, 2005). In the selection of prior’s distributions, we 

adhere to the principle of appropriateness and applicability. To begin, it is intuitive to assume that the 

initial states for the coefficients, covariances, log volatilities and the hyperparameters are independent 

of each other. The priors for the hyperparameters,𝑄, 𝑊 and the blocks of S, are assumed to be 

distributed as independent inverse-Wishart.  Furthermore, the priors for the initial states of the time-

varying coefficients, simultaneous relations and log standard errors 𝑝(𝐵0), 𝑝(𝑎0), and 𝑝(𝑙𝑜𝑔𝜎0), are 

assumed to be normally distributed. These assumptions together with (eq. 5 - 7) imply normal priors on 

the entire sequences of the B’s, α’s and log σ’s (conditional on Q, W and S).   The use of normal priors 

is fairly standard and as they are not conjugate hence brings the benefit of tractability (Sims and Zha, 

 
15 Classed as stochastic volatility, 𝜎𝑡  are assumed to evolve as geometric random walks (Shepherd, 1996).  
16 Primiceri (2005).   



1998; Smith and Kohn, 2002; Primiceri, 2005).  In order to generate a sample from the joint posterior 

of 𝐵𝑇 𝐴𝑇 Σ𝑇 and 𝑉, The MCMC algorithm is employed.  To exploit the blocking structure of the 

unknowns, the Gibbs sampling is employed which entails four steps, i) drawing in turn time-varying 

coefficients 𝐵𝑇, ii) simultaneous relations 𝐴𝑇, iii) volatilities Σ𝑇 and iv) hyperparameters𝑉, conditional 

on the observed data and the rest of the parameters17.  We employ this empirical framework on data 

from the three first movers of inflation targeting countries (New Zealand, UK and Canada).  

3.4  Dataset  

Our dataset entails times series on the real effective exchange rate (REER), inflation and trade balance 

of respective countries. In order to gain a deeper and comprehensive insight into the ERPT over a 

broader time horizon, we endeavoured to use the longest possible time series for each country. 

Specifically, we tried to encompass the period before the start of inflation targeting. The data was 

collected from Thomson Reuter’s database. The details of the data on each of the variable for the three 

countries are as follows: 

Inflation: For the inflation in the UK, we used the monthly data on Real Price Index (excluding the 

mortgage/interest payments) as a proxy. One choice could have been the Consumer Price Index; 

however, the data on CPI was available only from 1989 and hence there was a very limited sample 

before the start of inflation targeting by the Bank of England. Secondly, the RPI is also very inclusive 

index and does not include the mortgage payments which is a very intuitive exclusion if we are looking 

at the impact of ERPT. We collected the data on RPI (Excluding mortgage/interest payments) from 

January 1976 to December 2017.  For Canada, to proxy inflation, we used the monthly data on the 

annual Consumer Price Index (standardised and seasonally adjusted). Lastly, for New Zealand the 

monthly data on the consumer price indexed, the data was standardized and seasonally adjusted.  

Real Effective Exchange Rate: We used the Real Effective Exchange Rate as a proxy for the 

exchange rate for all the countries. For the United Kingdom, Canada and New Zealand we collected 

data on Bank of International Settlements (BIS) monthly Real Narrow Effective Exchange Rate Index. 

The REER is calculated as geometric weighted averages of bilateral exchange rates and the weighing 

pattern are time-varying which is important to account for the importance of counterparts in 

international trade and exchange rates. The data was available from October 1963 to December 2017.  

Trade Balance:  For the trade balance, we used the current account balance as a percentage of GDP, 

standardized (seasonally adjusted). There were quarterly observations available from 1960q1 to 2017q3 

for the UK, whereas for Canada data was available from the 1st quarter of 1981. For New Zealand, the 

data was available from the 2nd quarter of 1987. We used the linear interpolation to convert the quarterly 

series into monthly and to match the frequency with the other variables frequencies.  

4.1 Analysis and Findings 

To start with, we performed the stationarity test to gain insight into the characteristics of the underlying 

data series. For this purpose, we performed the ADF Unit Root test with a structural break in the data 

series.  In terms of the date of the structural break, we let it be determined endogenously by using the 

underlying data series rather than giving an exogenous or discretionary date. Hence, the date of the 

structural break was chosen based on the strongest evidence of the break. Specifically, to allow for 

evaluation of one-sided alternatives, alternative maximise and minimize options are provided. This 

produces different critical values for the final DF test statistic and as compare to the non-directional 

alternatives, possess greater power18. The ADF test is applied to test for the unit root in the presence of 

 
17See Primiceri (2005) for further details on structural interpretation and identification.  
18  Studies for instance, Banerjee et al., (1992), Zivot and Andrews (1992) and Vogelsang and Perron (1998) 

supported this practise.  



break with both Innovative Outliers (IO) and Additive Outliers (AO) as classified Fox (1972) and Tsay 

(1988).  The optimal lag length selection is based on the Schwarz Information Criteria (SIC) which is 

appropriate with the large samples and particularly in the presence of structural break (Ashgar and Abid 

2007). The results are presented in Table 1 as follows;   

Table 1: ADF Unit Root Test with Structural Break: Additive & Innovative Outliers 

 
Variables 

ADF Test 

Statistic (IO) 
P-Values 

ADF Test Statistic 

(AO) 
P-Values 

Level United Kingdom      

 REEER -4.299 0.337 -4.480 0.245 

 Inflation  -5.964* < 0.01 -5.428** 0.025 

 Trade Balance  -4.291 0.342 -4314 0.329 

 Canada     

 REER -3.294 0.896 -3.260 0.907 

 Inflation  -4.958 0.080 -5.011 0.076 

 Trade Balance  -4.207 0.389 -4.528 0.224 

 New Zealand      

 REER -3.479 0.822 -3.484 0.820 

 Inflation  -6.476* < 0.01 -6.551* <0.01 

 Trade Balance  -4.991 0.079 -5.210** 0.04 

1st Difference United Kingdom      

 REER -17.469* < 0.01 -17.768* <0.01 

 Inflation  -18.985* < 0.01 -19.136* <0.01 

 Trade Balance  -6.277* < 0.01 -8.239* <0.01 

 Canada     

 REER -17.286* < 0.01 -17.324* <0.01 

 Inflation  -10.269* < 0.01 -20.242* <0.01 

 Trade Balance  -7.773* < 0.01 -9.211* <0.01 

 New Zealand      

 REER -16.007* < 0.01 -16.409* <0.01 

 Inflation  -17.461* < 0.01 -18.127* <0.01 

 Trade Balance  -6.215* <0.01 -9.557* <0.01 
*1% level of significance ** 5% level of significance ***Vogelsang (1993) asymptotic one-sided p-values.   

The results of the ADF unit root test suggested that for most the series the null of no unit root could not 

be rejected at a statistical level of significance (1% & 5% levels). However, at the first difference, all 

the serious were found to be stationary i.e. I (1). This is a quite common feature of economic and 

financial time series and does not suggest explosive behaviour. In order to gain some further insight 

into the inflation dynamics, we are also reporting on the graphs of Dickey-Fuller t-stats and the Dickey-

Fuller Autoregressive coefficients for the series on the inflation. The graphs are based on the ADF unit 

root test (summarised in Table 1) and are presented for each country as follows; -   

United Kingdom 
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Figure 4: Dickey-Fuller t-stats and the Dickey-Fuller Autoregressive coefficients for Inflation using 

Additive and innovation outliers.    



The results of the Dickey-Fuller t-stats and the Dickey-Fuller Autoregressive coefficients for inflation 

using the Additive and Innovation outliers presented in Figure 4 suggest signs of structural breaks and 

major oscillations in the series for inflation. For the UK, it showed a structural break around the early 

1980s which was the largest and sharpest. Interesting, around the period of the start of inflation targeting 

(1992) as well as great moderation, there was some volatility and oscillation which was succeeded by 

a period of tranquillity (great moderation) till some upheaval around the GFC. For Canada, the strongest 

structural break was found in the early 1980s. Nonetheless, there was also some oscillation in coefficient 

around the period corresponded to start of inflation targeting, however, since then there was a period of 

tranquillity. In this regard, our findings are in line with the Beaudry and Ruge-Murcia (2017) analysis 

on Canada.  For New Zealand our period of analysis started from June 1987, hence the period of the 

great inflation of the 1980s was not fully encompassed. However, it showed that the strongest structural 

break corresponded to the start of inflation targeting, since then there had been some periods of 

oscillations around the early 2000s and GFC, but inflation remained comparatively modest.  In terms 

of drawing an overarching inference for the behaviour of inflation in the underlying economies, one 

may argue that the inflation targeting might have played a part, though such an inference requires to be 

considered with a pinch salt. This is due to the fact that the inflation targeting began with the start of 

the period of price and output stability i.e. the Great Moderation. The great moderation ended with the 

great recession and the GFC, through inflation targeting is still going on which implies that the role of 

inflation targeting in taming the inflation shall be seen in a broader context. The next question is on the 

role of inflation targeting in ERPT. We will look into that by employing a TVSVAR framework.   

4.2 TVSVAR Model 

4.3 United Kingdom  

We started our analysis with the UK. In terms of ordering of variables, considering the exogenous nature 

of the Real Effective Exchange Rate we ordered them last. Nonetheless, the identification assumption 

implies that the exchange rate shocks affect with lags. The simultaneous interaction between exchange 

rate, inflation and trade balance is arbitrarily modelled in a lower triangular form with the Inflation 

(RPI) coming first. This was for the sake of normalisation and not an identification condition, although 

it is very intuitive to expect that the price levels may respond quicker than trade balance, as the 

adjustment to the latter would be a response to the former. The logic of this argument is embedded in 

the Hume’s (1742) price–specie flow mechanism. However, to satisfy the curiosity, we ensured that in 

this setting the ordering of the exchange rate block does not affect the empirical results. We performed 

10000 iterations of the Gibbs Sampling with a total burn rate of 20% (2000 iterations). For the training 

sample, the first 60 observations (five years) were chosen.  Figure 4 presents the time-varying standard 

deviation of the exchange rate shocks. It entails the 16th and 84th percentiles (corresponding to one 

standard deviation confidence interval) of the time-varying standard deviation of the shocks and plot of 

the posterior mean. 
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Figure 5: Posterior mean, 16th and 84-th percentiles of the standard deviation of (A) residual of the Inflation 

Rate (B) residual of the Trade Balance (% of GDP) and (C) residuals of the equation for Real Effective 

Exchange Rate (REER) Shock for the United Kingdom.  

The Figure 5 (A to C) provides a clear indication on the inflation as round the period of the UK starting 

Inflation Targeting, Exchange Rate Mechanism (ERM) saga and events leading to Black Wednesday 

(1992), the inflation has been very volatile. However, since then there has been a period of persistent 

tranquillity lasted until the dawn of GFC. There was again a surge in volatility around Brexit. The 

balance of trade has been persistently volatile, though the period post-GFC seemed to be more volatile 

which is understandable if we look at the events and uncertainty surrounding the international trade 

since GFC. Interestingly the exchange volatility was even more pronounced as clearly witness high 

oscillations around ERM, GFC and most recently around Brexit referendum (Nasir and Morgan, 2018). 

We start to analyse the ERPT from its impact on Inflation. The results of exchange rate shocks and the 

response of inflation are summarised in Figure 6 (A – E).  
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Figure 6: Response of Inflation to Exchange Rate Shocks, Jan 1990, 2000, 2008 & September 2017(6A). 

Pairwise differences between the responses in corresponding periods with 16th and 84th percentiles (6B-E).  

 

As presented in Figure 6, we choose four different dates to analyse and compare the ERPT to inflation 

in the UK.  The pairwise differences between the impulse responses in different dates with the 16-th 

and 84-th percentiles are also presented. Chosen dates are January 1990, January 2000, January 2008 

and September 2017. The choice of dates is due to the corresponding macro-financial events and 

environment of prevailing periods, specifically, the January 1990 was chosen as a date before the start 

of inflation targeting in the UK. The January 2000 was chosen as the start of the millennium and post-

independence of the Bank of England, the January 2008 is chosen as the date before the GFC19 events 

including monetary policy hitting the ZLB. Lastly, the September 2017 was selected as the latest date 

of data available by the writing of this paper. The results suggest significant evidence of ERPT. 

However, there is clear evidence that the magnitude, as well as the direction was time-variant. It showed 

that the positive REER shock which implies an appreciation of the Sterling led to a positive effect on 

inflation before the BoE starting inflation targeting (January 1990). Interestingly, in the periods after 

the adoption of inflation targeting and independence of the BoE, there is a clear indication that the 

positive exchange rate shocks led to a significant drop in inflation. It implied that the inflation targeting 

 
19  Just before Northern-Rock, secured help from the British Government to over-come liquidity crises.  



and the Bank of England’s independence have in fact come with an increase in the ERPT to inflation 

rather a decrease. In the latest period, where the monetary policy was at ZLB, the impact of ERPT was 

highest in magnitude. Our findings add to the understanding of ERPT to inflation and provide an 

alternative perspective to the argument by Pourroy (2012) that a managed exchange rate environment 

delivers a stronger nominal anchor to inflation shock and concomitantly helps in inflation targeting. In 

fact, what is evident is that in specific to the UK, where we have a floating regime with a statutory 

inflation target, ERPT has implications for price stability. The results are contrary to Calvo and Reinhart 

(2000) argument that ERPT is only large for the emerging markets as compared to developed countries. 

In specific to the Inflation Targeting, our results contradict the notion by Gagnon and Ihrig (2004), 

Junior (2007) and Edwards (2007) that the countries that have adopted inflation targeting may lead to a 

decline in the pass-through from exchange rate changes to inflation. The evidence suggests that a 

Quarter-Century of inflation targeting in the UK may have been successful in taming inflation, however, 

the ERPT to inflation holds its grounds fairly strongly. Lastly, results also suggested that ERPT has 

shown the highest impact in the latest period.  These findings support the notion by Forbes (2016 and 

2017) and Nasir and Simpson (2018) that if anything, ERPT has increased over time. After inflation, 

we report on the ERPT to the trade balance. The results are presented in Figure 7.  

-.150

-.125

-.100

-.075

-.050

-.025

.000

.025

.050

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

(B) Impulse response of Trade Balance Jan 1990

-.16

-.12

-.08

-.04

.00

.04

.08

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

(C) Impulse response of Trade Balance Jan 2000

-.20

-.15

-.10

-.05

.00

.05

.10

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

(D) Impulse response of Trade Balance Jan 2008

-.25

-.20

-.15

-.10

-.05

.00

.05

.10

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

(E) Impulse response of Trade Balance September 2017

-.12

-.10

-.08

-.06

-.04

-.02

.00

.02

.04

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36

1990M01 2000M01

2008M01 2017M09

(A) Impulse response of Trade Balance

 
Figure 7: Response of UK Trade Balance to Exchange Rate Shocks, Jan 1990, 2000, 2008 & September 

2017(7A). Pairwise difference between the responses in corresponding periods with 16th and 84th  percentiles 

(7B-E).  

 

The results on the ERPT to UK trade balance showed that a positive shock to the real effective exchange 

rate (appreciation) leads to an initial modest improvement and thereafter a persistent worsening of the 



trade balance in the UK.  This was a prima facie manifestation of a J-curve behaviour20  (though in the 

opposite direction due to positive shocks). It also implies that the depreciation of Sterling could bring 

international competitiveness for the UK’s economy and its external balance. The findings are in line 

with the existing evidence on the presence of J-Curve and response of trade balance to exchange rate 

dynamics, for instance, study on USA and Indonesia by Bahmani-Oskooee and Harvey (2015) and 

among others, Bahmani-Oskooee and Hegerty (2010) and Bahmani-Oskooee et al., (2013), Yildirim 

and Ivrendi (2016). However, the results are contrary to the studies which could not find evidence of a 

significant impact of exchange rate on the trade balance. For instance, study by Aristotelous (2001) 

which was limited to the UK-US bilateral trade and Rose and Yellen (1989) on the US data and Rose 

(1991) analysis of the five OECD countries (Canada, Germany, Japan, UK and US) based on the Post-

Breton Woods period (1974 – 86). Our results and employed novel framework which account for the 

time-variation suggests that the ERPT has important implications for the trade balance which could be 

associated with the increased structural changes, integration and openness of the economies. In this 

aspect and in specific to the UK, our findings complement the studies by Bahmani-Oskooee and 

Kovyryalova (2008) and Pattichis (2012)  which were focusing on the UK’s bilateral trade with US and 

study Bahmani-Oskooee (2016) bilateral trade between UK and its major trading partners (Canada, 

Germany, Japan, Italy, Norway, Korea, Spain and US). Furthermore, if we compare the Pre-inflation 

targeting period with the current period it suggests that there are subtle differences suggesting that the 

relationship has grown stronger. Although, it will not be wise to draw any strong inference on this subtle 

shift if we associate it with the inflation targeting, yet, it is prima facie evident that the ERPT to the 

trade balance under inflation targeting has not diminished and if anything, it has increased.   

4.4 Canada 

After the UK, we analysed the impact of ERPT on inflation and Canadian Trade balance. The ordering 

of the variables remained the same as in the case of the UK and for the same reasons. Similarly, we 

chose to perform 10000 iterations of the Gibbs Sampling with a burn rate of 20% and first 60 

observations (five years) were chosen for the training sample. However, this time the data available on 

the trade balance led us to limit time-horizon from March 1981 to September 2017. Spanning over an 

approximate period of 37 years and covering a decade before the dawn of inflation targeting broke on 

the Canadian soil. Hence, it was still the significant length of the period of the time to perform the 

longitudinal analysis converging Pre and Post inflation targeting regimes. We start with the presentation 

of the time-varying standard deviations of the REER shocks which are reported in Figure 8.   

 
20  The notion of the “J-curve” suggests that following a currency depreciation, initially, the trade balance  

deteriorates before brining longer-term positive effects, hence forming a “J” shape ( Bahmani-Oskooee and Ratha, 

2004).  
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Figure 8: Posterior mean, 16th and 84th percentiles of the standard deviation of (A) residual of the Inflation 

Rate (B) residual of the Trade Balance (% of GDP) and (C) residuals of the equation for REER Shock for 

Canada.  
 

Figure 8 (A-C) and the results on the posterior mean of the standard deviation of residuals of all the 

series show some interesting dynamics. It shows that in the run-up to Canada adopting the inflation 

targeting in the early 1990s. Since then the volatility in inflation has been mild till the start of the 

millennium. In the Post-GFC volatility of the inflation has been low which is intuitive and prima facie 

evident in the low inflation regime that follows the global crises. The trade balance and exchange rate 

showed consistent mild and consistent oscillation of residuals, however, the episode of GFC there has 

been an increase in the volatility which is once again intuitive considering the GFC as a major 

influencing factor in the international trade and exchange rate markets. Next, we analysed the ERPT to 

inflation, the results of the real effective exchange rate shocks and the response of inflation are 

summarised in Figure 9 (A – E).  
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Figure 9: Response of Inflation to Exchange Rate Shocks, Jan 1991, 2000, 2008 & September 2017(9A). 

Pairwise difference between the responses in corresponding periods with 16th and 84th percentiles (9B-E).  

 

Four different dates were chosen to analyse and compare the ERPT to inflation and trade balance in 

Canada. These are January 1991, January 2000, January 2008 and September 2017. The pairwise 

difference between impulse responses in different dates with the 16th and 84th percentiles are also 

presented. The reason we chose January 1991 was to allow for sufficient space for the Pre-inflation 

targeting period and also for the training sample. The results showed that contrary to the UK, a positive 

shock to the REER led to an increase in inflation in Canada in all of the under-analysis periods. This 

implies that the appreciation of the currency in Canada puts upward pressure on inflation. Interestingly 

we see a significant element of time variation. In the Pre-Inflation targeting regime, the shock to 

inflation was more persistent and did not fade quickly. However, the results of the later periods 

suggested that despite the initial impact of a similar magnitude, the inflation rate returned to its 

equilibrium value rather swiftly. It could be associated with the ability of the inflation targeting regime 

which led to prompt adjustment rather than otherwise. After inflation, we report on the ERPT to 

Canadian trade balance and the results are presented in Figure 10 (A- E);-  



-.25

-.20

-.15

-.10

-.05

.00

.05

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

(B) Impulse response of Trade Balance Jan 1991

-.25

-.20

-.15

-.10

-.05

.00

.05

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

(C) Impulse response of  Trade Balance Jan 2000

-.20

-.16

-.12

-.08

-.04

.00

.04

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

(D) Impulse response of Trade Balance Jan 2008

-.16

-.12

-.08

-.04

.00

.04

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36

(E) Impulse response of Trade Balance Sep 2017

-.20

-.16

-.12

-.08

-.04

.00

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36

1991M01 2000M01

2008M01 2017M09

(A) Impulse response of Trade Balance

 
Figure 10: Response of Canadian Trade Balance to Exchange Rate Shocks, Jan 1991, 2000, 2008 & 

September 2017(A). Pairwise difference between the responses in corresponding periods with 16th and 84th 

percentiles (10B-E).  

 

The results on the Trade balance showed that the positive shocks to the REER led to the deterioration 

of trade balance in all the periods. There was a very subtle improvement in the trade balance at the 

beginning suggested by a blip in the impulse, however, it was not quite like a J-curve. The comparison 

of the ERPT in different periods suggests some difference, specifically, in the later parts it suggests that 

the ERPT to the trade balance decreased, though still remained significant.  

4.5 New Zealand  

Lastly, we analysed the ERPT to the inflation and Trade balance in New Zealand. Our period of the 

analysis is from June 1987 to September 2017. We put our best effort to go beyond June 1987 in our 

collection of data and in this endeavour the Stats New Zealand was contacted, however, it turned out 

there was no quarterly data published on the current balance to GDP before 1987. Therefore, we started 

our analysis from June 1987. Keeping the structure and layout of the model the same as we discussed 

in the case of UK, we performed 10000 iterations of the Gibbs Sampling with a burn rate of 20% and 

first 36 observations (three years) were chosen for the training sample. This was due to the reason that 

we wanted to draw the first impulse response analysis if not before, as soon as after New Zealand started 



inflation targeting. Although by comparison with Canada and UK the time horizon for New Zealand 

was shorter, it was still spanning over an approximate period of 30 years and covering a few years 

before New Zealand pioneered the inflation targeting. Hence, it is a significant length of the period of 

time to perform the longitudinal analysis. We start with the presentation of the time-varying standard 

deviation of the exchange rate shocks which are reported in Figure 10.   
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Figure 11: Posterior mean, 16th and 84th  percentiles of the standard deviation of (A) residual of the Inflation 

Rate (B) residual of the Trade Balance (% of GDP) and (C) residuals of the equation for REER Shocks for 

New Zealand.  

 

The Figure 11 (A-C C) and the results on the posterior mean of the standard deviation of residuals of 

all the series presented above showed that post-adoption of the inflation targeting, the volatility in 

inflation and trade balance has been fairly consistent and modest. There is an increase in the oscillations 

of residuals around the GFC in both inflation and trade balance which is also intuitive as the GFC 

brought a significant drop in the activity, inflation and global trade. Next, we come to analyse the ERPT 

to inflation, the results of the real effective exchange rate shocks and the response of inflation are 

summarised in Figure 12 (A – E).  
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Figure 12: Response of Inflation to Exchange Rate Shocks, Jan 1991, 2000, 2008 & September 2017(12A). 

Pairwise difference between the responses in corresponding periods with 16th and 84th  percentiles (12B-E).  

 

It showed that in response to the (positive) shock to the real effective exchange rate, the inflation in 

New Zealand fell. However, there is clear evidence of time-variation in the association between the 

exchange rate shocks and inflation; this time-variation is not in the direction but in the magnitude of the 

effect. It showed that in the earliest period (Jan 1991) inflation quickly recovered after exchange rate 

shock, however, in the later periods and particularly in the recent period, the exchange rate shock 

became even more pronounced and persistent. This implies that in New Zealand the ERPT has been 

increasing rather decreasing over time. After inflation, we analyse the impact of ERPT on New 

Zealand’s trade balance and the results are presented as follows;- 
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Figure 13: Response of New Zealand Trade Balance to Exchange Rate Shocks, Jan 1991, 2000, 2008 & 

September 2017(A). Pairwise difference between the responses in corresponding periods with 16th and 84th  

percentiles (13B-E).  

 

The results for the ERPT to the New Zealand trade balance showed that a (positive) shock to the REER 

leads to deterioration of the trade balance of New Zealand. Furthermore, it showed that in the initial 

period the (Jan 1991) the impact was more persistent and prolonged. Nonetheless, around the GFC the 

results were more significant; however, there are also elements of time variation. In the latest periods, 

the impact became milder and insignificant. It leads us to conclude in the next section.  

5. Conclusion and Policy Implications  

 

In the context of adoption and practice of explicit inflation targeting strategy that was adopted over a 

Quarter of a century ago, we analysed the implication of the ERPT to Inflation and Trade balance. In 

so doing, we drew on the evidence form the first three adopters including New Zealand, Canada and 

the United Kingdom. Nonetheless, to incorporate and account for the time-variation in the association 

among the underlying variables of interest we employed a TVSVAR framework. The novelty of this 

framework is that it gives a deeper insight into the dynamics of the relationship among the economic 

entities which in the subject case were real effective exchange rate, inflation and trade balances of the 



respective countries. To begin with, we employed an ADF Unit root test with structural breaks (using 

innovation and additive outliers) on inflation datasets. The coefficients showed the beginning of a 

period of tranquillity in oscillations of coefficients which corresponded with the start of inflation 

targeting. This implied that there was evidence of a decrease in the volatility of inflation which one may 

associate with the start of inflation targeting or Great Moderation. However, in specific to the ERPT to 

inflation and trade balance, our results lead us to conclude that there was a significant element of time 

variation. Specifically, it showed that for the UK there was significant evidence of ERPT to inflation 

and trade balance. The positive REER shock which implies appreciation led to a positive effect on 

inflation before the BoE starting inflation targeting (January 1990).  Interestingly, in the periods after 

the adoption of inflation targeting and independence of the BoE, there is a clear indication that the 

positive exchange rate shocks led to a significant drop in inflation. It implied that the inflation targeting 

and Bank of England independence have, in fact, come with the increase in the ERPT to inflation rather 

a decrease.  In specific to the inflation, targeting our results contradicts the notion that the countries that 

have adopted inflation targeting may lead to a decline in the pass-through from exchange rate changes 

to inflation.  The evidence suggests that the quarter-century of inflation targeting in the UK may have 

been successful in taming the inflation, however, the ERPT to inflation holds its grounds fairly strongly. 

Lastly, results also suggested that the ERPT has shown the highest impact in the latest period which 

corresponds to the monetary policy at ZLB. These findings support the notion by Forbes (2016 and 

2017) that if anything ERPT has increased rather decreased over time. The results on ERPT to trade 

balance showed a prima facie manifestation of a J-curve behaviour. It also implies that the depreciation 

of Sterling could bring international competitiveness for the UK’s economy and external balance.  

Furthermore, as we compared the Pre-inflation targeting period with the current period it suggests the 

relationship has even grown stronger.  Hence, we conclude that the ERPT to trade balances under 

inflation targeting has not diminished and if anything, has increased.  

We also found concrete evidence of country-level heterogeneity in the ERPT. The results on Canada 

showed that contrary to the UK, a positive shock to the REER led to an increase in the inflation in 

Canada in all of the under-analysis periods. The results imply that the appreciation of the currency in 

Canada puts upward pressure on inflation. Interestingly we see a significant element of time variation. 

In the Pre-Inflation targeting regime, the shock to inflation was more persistent and did not fade quickly. 

However, the results of the later periods suggested that despite the initial impact of the same magnitude, 

the inflation rate returns to its equilibrium value rather swiftly. This change in the inflation response 

and speed of adjustment to exchange rate shocks could be associated with the ability of the inflation-

targeting regime which led to prompt adjustment rather than otherwise. The results on the Canadian 

trade balance showed that the positive shocks to the REER led to the deterioration of trade balance in 

all the periods. There was a subtle improvement in the trade balance in the beginning; however, it was 

not exactly like a J-curve. The comparison of the ERPT in different periods suggests some difference, 

specifically, in the later parts it suggests that the ERPT to the trade balance decreased in Canada.  

Comparatively, New Zealand the pioneer of inflating targeting showed smaller magnetite of ERPT to 

inflation and trade balance as compared to its immediate followers. The results on New Zealand show 

that the in response to the REER shocks the inflation fell and there was clear evidence of time-variation 

in the magnitude of ERPT to inflation. There was also an increase in the magnitude of ERPT in the 

recent periods implying that the ERPT to inflation has increased in New Zealand. On the other hand, 

for the trade balance, in response to the exchange rate (positive) shock, the trade balance of New 

Zealand deteriorated. It was also evident that in the initial period, the impact was more persistent and 

prolonged. Nonetheless, around the GFC the results were more significant, yet in the latest periods, the 

impact became milder and insignificant. This implied that although the ERPT to inflation in New 

Zealand increased over time for the trade balance it was the other way round. On the whole, if we 

compare the three countries which were the first three movers that adopted the inflation targeting, there 

is prima facie evidence of time-variation in ERPT to inflation as well as the trade balance. It leads us to 

conclude that the argument that under inflation targeting ERPT has diminished, does not hold its ground 



in the face of evidence. Country-level heterogeneities and time-variations also make it challenging to 

prescribe robust and time-invariant policy prescriptions as well as projection. However, in terms of 

forecasting and optimal policy response, the appropriate and logical way would be to consider the 

contemporary parameters of ERPT at any given time which shall be expected to vary over-time.  
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