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RESEARCH ARTICLE
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ABSTRACT

Determining key performance indicators and classifying players accurately between competitive levels 
is one of the classification challenges in sports analytics. A recent study applied Random Forest algorithm 
to identify important variables to classify rugby league players into academy and senior levels and 
achieved 82.0% and 67.5% accuracy for backs and forwards. However, the classification accuracy could 
be improved due to limitations in the existing method. Therefore, this study aimed to introduce and 
implement feature selection technique to identify key performance indicators in rugby league positional 
groups and assess the performances of six classification algorithms. Fifteen and fourteen of 157 perfor
mance indicators for backs and forwards were identified respectively as key performance indicators by 
the correlation-based feature selection method, with seven common indicators between the positional 
groups. Classification results show that models developed using the key performance indicators had 
improved performance for both positional groups than models developed using all performance indica
tors. 5-Nearest Neighbour produced the best classification accuracy for backs and forwards (accuracy =  
85% and 77%) which is higher than the previous method’s accuracies. When analysing classification 
questions in sport science, researchers are encouraged to evaluate multiple classification algorithms and 
a feature selection method should be considered for identifying key variables.
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Introduction

Sports analytics is a rapidly growing area under the broader 
scope of data science. This involves the use of sport-data and 
the application of various mathematical and/or statistical tech
niques, methods and algorithms (Morgulev et al. 2018). In the 
field of sports science, researchers and practitioners are faced 
with several analytical problems including visualization, regres
sion, and classification. For example, visualization problems 
include displaying technical behaviours of Australian Football 
League players across multiple seasons by applying a non- 
metric multidimensional scaling technique (Woods et al. 2018). 
Regression problems include understanding the differences in 
technical and physical performance profiles between successful 
and less-successful professional rugby league teams via linear 
mixed models (Kempton et al. 2017). Classification problems in 
sport science have included the development of injury predic
tion models based on training load data by applying logistic 
regression (Carey et al. 2018) to classify injury occurrence.

One area relevant to classification analysis is the classification 
of players into competitive levels and the determination of the 
key physical and technical-tactical performance indicators 
(Burgess and Naughton 2010; Whitehead et al. 2021). This is 

important since young players are required to progress to senior 
competition as part of their development or compete at a higher 
level as a replacement for injured senior players. Through the use 
of microtechnology devices (Cummins et al. 2013; Whitehead 
et al. 2018) and notational analysis (Woods et al. 2018), match- 
play characteristics across different playing pathways can be 
quantified by their physical characteristics (e.g., total distance, 
maximum velocity, average speed) (Whitehead et al. 2019) and 
technical-tactical performance indicators (e.g., line breaks, defen
sive errors, try, missed tackles, play-the-ball wins) (Kempton et al.  
2017; Gabbett and Hulin 2018).

In sports science, it is common for research designs that aim 
to address a classification problem to include multiple predictor 
variables. Therefore, it becomes important to evaluate the con
struct validity and reliability of each predictor variable included 
before analysis. Often, researchers and practitioners are still left 
with high dimensional and colinear variables following this 
process. To overcome multidimensional and multicollinearity 
of predictor variables (i.e., identify key predictor variables), stu
dies typically conduct multiple univariate analyses by investigat
ing each predictor and target variable values separately 
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(Gabbett 2013). For example, Gabbett (2013) investigated the 
difference in external loads among rugby leagues players across 
two different competitive levels (i.e., the National Youth 
Competition and National Rugby League) using a repeated- 
measures analysis of variance on physical performance indica
tors. However, such an approach is limited as it doesn’t consider 
the covariance of the data and the multiple models produced 
could increase classification models’ error rates.

Alternatively, machine learning variable importance 
methods can be used to identify key predictor variables by 
selecting only the variables which are relatively important 
to the target variable values (Thornton et al. 2017). This 
approach has been implemented when establishing the 
important training load indicators to predict injury status 
(Thornton et al. 2017) and in establishing the importance of 
seven sleep components to the Pittsburgh Sleep Quality 
Index score (Halson et al. 2021). However, using machine 
learning variable importance methods is reported to be 
suboptimal in identifying key predictors to the target vari
able values (Williamson et al. 2021) and it affects classifica
tion accuracy. For example, Whitehead et al. (2021) 
identified key predictor variables by using a single random 
forest model to establish variable importance of technical- 
tactical and physical performance indicators to classify 
rugby league players into two competitive levels (i.e., senior 
and academy) based on their playing positions (i.e., backs 
and forwards) using another Random Forest classification 
model. Whitehead et al. (2021) reported 83% accuracy for 
backs and 68% for forwards. These accuracies can be 
improved using other classification techniques.

A more reliable and robust method to Whitehead et al. 
(2021) method is aggregating repeated random forest variable 
importance results which involve using a different number of 
variables per attempt (Calhoun et al. 2021). However, this 
method is computationally expensive and may still produce 
a suboptimal classification model. Alternatively, key physical 
and technical-tactical performance indicators can be identified 
by applying a feature selection method that possesses no bias 
to a specific classification algorithm (Mabayoje et al. 2016). All 
feature selection methods exist as Filter feature ranking, Filter 
feature subset selection, Wrapper-based and Embedded meth
ods (Balogun et al. 2020; Chih-wen et al. 2020).

Filter feature ranking methods generate a ranked score 
for every variable based on statistical properties found in the 
data as computed by the method. Filter feature subset- 
selection implements heuristic and search methods to eval
uate multiple subsets of variables to produce the best subset 
of key predictor variables as related to target variable values 
(Balogun et al. 2020; Chih-wen et al. 2020). Importantly, the 
sets of variables produced by filter feature ranking and filter 
feature subset-selection methods do not have a bias towards 
any classification method. On the other hand, the wrapper- 
based method is based on a computational greedy search 
method of the variable space for finding variables that 
improve the predictive performance of a particular classifica
tion algorithm. Similarly, embedded methods are intrinsic to 
machine learning algorithms that find the best features for 
split decisions while fitting a predictive model (Balogun et al.  
2020; Chih-wen et al. 2020). Both wrapper-based and 

embedded feature selection methods are for improving the 
performance of a specific machine learning algorithm, as 
partially implemented by Whitehead et al. (2021) to optimize 
the Random Forest model for player-level prediction. In this 
study, a filter feature subset-selection method is considered 
because it outputs the best subset of key predictor variables 
and without bias to any classification algorithm.

Consideration should also be given to the training-test 
split method for developing classification models, which 
has been used in sport science for the prediction of foot
ball league tables and the performance of players 
(Pantzalis and Tjortjis 2020). Whitehead et al. (2021) also 
used this technique, which is limited as it performs model 
fitting and evaluation only once on the given data. A k-fold 
cross-validation method is an alternative that allows train
ing and testing to be performed k-times and outputs the 
average score of any selected evaluation metric (e.g., accu
racy). Moreover, there are many applicable machine learn
ing algorithms to solve classification problems. They are 
broadly categorized by their learning schemes, such as 
conditional probability, functions, decision trees, neural 
networks, and instance-based learning (Witten et al. 2011).

Therefore, this study aims to introduce feature selection 
methods to optimize classification models performances in 
sports analytics and demonstrate this by improving the classi
fication accuracy of rugby league seniors and academy players 
through the application of filter feature subset-selection 
method (i.e., Correlation-based feature subset using best-first 
search method) on the same data used by Whitehead et al. 
(2021) and evaluating multiple classification algorithms (i.e., 
Logistic Regression, Multi-Layered Perceptron, Naïve Bayes, 
Support Vector Machine, Random Tree and k-Nearest 
Neighbour) to find the best classification model.

Methods

Design

Whitehead et al. (2021) data were used in this study. This 
included 157 physical and technical-tactical variables and two 
target variable values (i.e., Academy and Senior). The physical 
indicators were derived from microtechnology data (Catapult 
S5, Catapult Innovations, Melbourne, Australia) while the tech
nical-tactical indicators were expertly coded by analysts from 
filmed matches. See Whitehead et al. (2021) for a full descrip
tion of the variable names, descriptions, and methods for col
lection. As per Whitehead et al. (2021), the dataset was divided 
into two positional groups (i.e., backs and forwards) across two 
competitive levels (i.e., Academy and Senior). The backs dataset 
contained 453 match observations (Academy = 220; Senior =  
233). The forwards dataset contained 527 match observations 
(Academy = 251; Senior = 276). Two phases of data analyses 
were conducted using the datasets. Phase 1 analysis involved 
identifying key performance variables while Phase 2 involved 
developing improved classification models.
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Framework for data analyses

The framework shown in Figure 1 captures the two phases of 
data analysis. It was applied to backs and forwards positioning 
groups respectively.

In phase I, the ‘Correlation-based feature subset’ (Cfs) fea
ture selection method was applied on the 157 physical and 
technical-tactical performance indicators to identify key ones.

The Correlation-based feature subset is an example of a filter 
feature subset-selection method that output the subset of 
variables with the highest score according to the heuristic 
evaluation function (Hall 1999; Ali et al. 2020). The score is 
calculated as follows: 

Ms ¼
ltcf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l þ l l � 1ð Þltff

p ; (1) 

where Ms holds the score after evaluating a subset of S consist
ing of l variables, tcf is the average correlation values between 

subset variables and target variable values, and tff is the aver
age correlation values between subset variables (Hall 1999).

A dataset was extracted based on the output subset of 
performance indicators identified through this process and 
referred to as the ‘reduced dataset’. More so, the original data
set with all 157 performance indicators is referred to as the ‘full 
dataset’.

In phase II, classification models were developed and eval
uated using both full and reduced datasets. Six classification 
algorithms were chosen based on their learning method, 
namely: Random Tree, Naive Bayes, Logistic Regression, 
Multilayered Perceptron, Support Vector Machine, and 
k-Nearest neighbour.

The Random tree algorithm uses a divide and conquer 
learning method. It constructs an unpruned decision tree by 
randomly choosing certain numbers of variables at each (split) 
node while it allows the estimation of class probabilities 
through a process called backfitting (Khabat et al. 2020). 

Figure 1. Experimental framework.
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Naïve Bayes is a conditional probability-based classification 
machine learning algorithm. It produces predictive models 
based on the Bayes theorem that infers that all variables are 
independent of themselves (Elijah et al. 2019; Shengle et al.  
2020). Logistic Regression is a statistical analysis technique 
used for predictive modelling such that the vectors of the 
independent variables are used to predict the target variable 
values (Balogun et al. 2019; Wilkens 2021). The fitting of 
a Logistic Regression model is achieved through maximum 
likelihood where the optimal vectors and a constant is being 
determined.

Multi-Layered Perceptron classification machine learning 
algorithm is based on Artificial Neural Network (ANN) and it 
represents black-box learning method. It is implemented as 
layers of input, (multiple) hidden and output interconnected 
neurons (Mabayoje et al. 2016; Sharma et al. 2019). Support 
Vector Machine is another black-box learning method but dif
fers from the Multi-Layered Perceptron algorithm as it imple
ments functional margin for discrimination of observations 
between target variable values (Gauthama Raman et al. 2020; 
Wilkens 2021). The performance of a support vector machine 
model is usually optimized by applying a suitable kernel func
tion. k-Nearest Neighbour is a lazy learning and instance-based 
classification machine learning algorithm. It applies distance 
metrics (i.e., Manhattan, Euclidean, Jaccard etc.) to separate 
two instances in a set of k observations (Mabayoje et al. 2019; 
Kasongo and Sun 2020). The parameter k is used for determin
ing the number of closest instances of the observation whose 
target variable value is to be predicted. The k parameter was set 
to 5 for this study.

In this study, the target variable values refer to player level 
(i.e., Senior and Academy) and the modelling task is to predict 
which level a player belongs to. The models were developed 
using 10-fold cross-validation (Alsariera et al. 2020) (Figure 1). 
The 10-fold cross-validation technique splits data into 10 sub
sets, nine subsets are used for training models while the 
remaining one subset is used for testing. It is repeated 10 
times using each subset as a testing set. The results are aver
aged over 10 iterations. Classification models are evaluated 
using the following evaluation metrics: time taken, kappa 
value, confusion matrix and Area under Curve (AUC). Kappa 
value is the measurement of chance. It is the subtraction of 
agreement expected by chance from the observed agreement 
and divided by the maximum possible agreement. Kappa is 
calculated as follows: 

Kappa ¼
Pr að Þ � Pr eð Þ

1 � Pr eð Þ
(2) 

The confusion matrix (Niyaz et al. 2016) for each model contains 
values of correctly and incorrectly classified instances for the 

values of the target variable (Figure 2). Several model evalua
tion metrics can be obtained from the confusion matrix, the 
main ones used in this study are presented with details in 
Table 1.

Area Under Curve is the classification model degree of 
separability of the majority and minority target variable values 
(Adeyemo et al. 2020). All analyses were conducted using 
Waikato Environment for Knowledge Analysis (WEKA) GUI soft
ware version 3.8.5 on an Intel Core i5 CPU with 8GB RAM. 
Parameter optimization was not considered for any of the 
algorithms selected in this study. All experiments are reprodu
cible using the WEKA software.

Results

Phase I

The Correlation-based feature subset filter method identified 
15 key performance indicators out of the original 157 variables 
for senior and academy backs (Table 2). The subset of the 15 
key performance indicators had the highest score (0.277) out of 
all 2955 subsets.

The Correlation-based feature subset filter method identi
fied 14 key performance indicators out of the original 157 
variables for senior and academy forwards (Table 3). The subset 
of the 14 key performance indicators had the highest score 
(0.22) out of all 2683 subsets.

Seven variables were common (High-Speed Distance active, 
Collision active, Absolute average acceleration [120 s], Tackle 
Duration [240 s], Player Load 2D, Defensive Collision: Collision 
Lost, and Defensive Collision: Dominant Hit) between forwards 
and backs.

Phase II

The performances of the six classification models applied on 
the reduced dataset to improve the classification accuracy for 
senior and academy rugby league backs were better than the 
performances of the same classification models when applied 
on the full dataset (Table 4). The comparative analysis of the six 
different classification models’ performances reveals 5-nearest 
neighbour as the best performing classification model for clas
sifying senior and academy between rugby league backs 

Figure 2. A typical confusion matrix.

Table 1. Performance metrics extracted from the confusion matrix.

Metric Equation Description

True Positive Rate (TPR) TP ¼ TP
TPþFN

The score of correctly classified senior players.
True Negative Rate (TNR) TN ¼ TN

TNþFP
The score of correctly classified academy players.

False Positive Rate (FPR) FP ¼ FP
FPþTN

The score of academy players being incorrectly classified as senior players.
False Negative Rate (FNR) FN ¼ FN

FNþTP
The score of senior players being incorrectly classified as academy players.

Accuracy TPþTN
TPþFPþTNþFN X100 The percentage of senior and academy players that are correctly predicted as senior and academy players.
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(Table 4). The 5-nearest neighbour classification model devel
oped on the reduced data had the highest accuracy of 84.55%, 
highest correctly classified senior players (i.e., 0.81 TPR), highest 
correctly classified academy players (i.e., 0.88 TNR), lowest mis
classification of academy players as senior players (i.e., 0.12 
FPR), lowest misclassification of senior players as academy 
players (i.e., 0.19 FNR), highest kappa score of 0.69 and highest 
AUC score of 0.92.

The performances of the six classification models applied on 
the reduced dataset to improve the classification accuracy for 
senior and academy rugby league forwards were better than 
the performances of the same classification models when 
applied on the full dataset (Table 5). Also, the comparative 
analysis of the six different classification models’ performances 

reveals 5-nearest neighbour as the best performing classifica
tion model for classifying rugby league forwards into senior 
and academy (Table 5). The 5-nearest neighbour classification 
model developed on the reduced data had the highest accu
racy of 77.42%, highest correctly classified senior players (i.e., 
0.76 TPR), lowest misclassification of senior players as academy 
players (i.e., 0.24 FNR), and highest kappa score of 0.55. 
However, the Multi-Layered Perceptron classification model 
developed on the reduced dataset had the highest correctly 
classified academy players (i.e., 0.82 TNR), lowest misclassifica
tion of academy players as senior players (i.e., 0.18 FPR), and 
highest AUC score of 0.84.

The most accurate classification model among the selected 
six machine-learning methods is the 5-nearest neighbour 

Table 2. List of optimal performance indicators of backs.

S/N Ranked List of Optimal Variables Technical-tactical or physical variable Senior (mean ± SD) Academy (mean ± SD) Cohen’s Effect Size

1 High speed distance active Physical 584.45 ± 178.46 467.9 ± 189.39 0.634
2 Relative collision count Physical 33.95 ± 12 25.82 ± 12.74 0.635
3 Sprint Meters Per Min Physical 0.71 ± 0.5 0.83 ± 0.72 −0.198
4 Absolute acceleration average (120 seconds) Physical 0.72 ± 0.07 0.69 ± 0.06 0.519
5 Tackle Duration (240 seconds) Physical 17.57 ± 6.25 14.93 ± 5.32 0.454
6 Player Load™ Physical 749.26 ± 160.91 620.18 ± 158.67 0.808
7 Player Load 2D™ Physical 475.33 ± 101.95 379.16 ± 98.16 0.96
8 Player Load Slow™ Physical 285.67 ± 60.2 247.94 ± 62.08 0.617
9 Carry: run Technical 12.3 ± 7.81 7.79 ± 6.07 0.642
10 Missed tackle Technical 0.95 ± 1.2 1.41 ± 1.9 −0.292
11 Positive Offload Technical 0.66 ± 0.93 0.28 ± 0.69 0.463
12 Carry type: hit up Technical 2.11 ± 2.69 0.81 ± 1.45 0.601
13 Defensive collision: collision lost Technical 0.85 ± 1.4 0.51 ± 0.78 0.295
14 Defensive collision: dominant hit Technical 0.75 ± 1.23 0.27 ± 0.59 0.498
15 Quick play-the-ball Technical 2.21 ± 2.4 0.65 ± 0.93 0.85

Table 3. List of optimal performance indicators of forwards.

S/N Ranked List of Optimal Variables
Technical-tactical or physical 

variable
Senior (mean ± 

SD)
Academy (mean ± 

SD)
Cohen’s Effect 

Size

1 High speed distance active Physical 278.77 ± 157.12 234.59 ± 111.25 0.32
2 Relative collision count Physical 43.89 ± 15.99 36.6 ± 12.49 0.51
3 Meters Per Min (i.e., average match-speed) Physical 79.32 ± 8.49 81.89 ± 9.94 0.28
4 Absolute acceleration average (60 seconds) Physical 0.92 ± 0.22 0.83 ± 0.072 0.52
5 Absolute acceleration average (120 seconds) Physical 0.73 ± 0.1 0.65 ± 0.5 0.53
6 Tackle Duration (240 seconds) Physical 21.79 ± 7.5 19.65 ± 7.04 0.29
7 Absolute acceleration average (300 seconds) Physical 0.58 ± 0.05 0.56 ± 0.05 0.55
8 Number of collisions within high-speed running Distance (480  

seconds)
Physical 6.09 ± 3.33 4.84 ± 2.66 0.42

9 Player Load 2D™ Physical 373.18 ± 134.43 336.74 ± 118.22 0.29
10 Carry type: run Technical 1.85 ± 2.38 0.91 ± 1.36 0.48
11 Defensive collision: collision lost Technical 2.48 ± 2.53 0.94 ± 1.29 0.76
12 Defensive collision: dead stop Technical 0.36 ± 0.63 0.47 ± 0.96 0.14
13 Defensive collision: dominant hit Technical 1.49 ± 1.7 0.9 ± 1.23 0.39
14 Defensive play-the-ball loss Technical 4.43 ± 3.87 1.66 ± 1.87 0.9

Table 4. Summative performance of all classification models for backs using all variables and those identified through the correlation feature subset method.

Models Dataset Accuracy (%) True Positive Rate False Positive Rate True Negative Rate False Negative Rate Kappa AUC Time (Secs)

Logistic Regression Full 75.28 0.74 0.23 0.77 0.26 0.51 0.8 0.26
Reduced 81.46 0.8 0.17 0.83 0.2 0.63 0.89 0.01

Multi-Layered Perceptron Full 78.37 0.76 0.19 0.81 0.24 0.57 0.85 2.84
Reduced 83.22 0.81 0.14 0.86 0.19 0.67 0.9 .0.07

Naïve Bayes Full 70.86 0.77 0.36 0.64 0.23 0.42 0.79 0.01
Reduced 78.15 0.77 0.21 0.79 0.23 0.56 0.86 0.01

Support Vector Machine Full 73.73 0.75 0.27 0.73 0.25 0.47 0.73 0.08
Reduced 74.39 0.72 0.23 0.77 0.28 0.49 0.75 0.06

Random Tree Full 64.68 0.65 0.36 0.65 0.35 0.29 0.65 0.01
Reduced 77.48 0.8 0.25 0.75 0.2 0.55 0.77 0.01

5-Nearest Neighbour Full 76.82 0.78 0.24 0.76 0.22 0.54 0.84 0.01
Reduced 84.55 0.81 0.12 0.88 0.19 0.69 0.92 0.01
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classification model developed on the reduced datasets for 
backs and forwards respectively.

Discussion

This study solves a common classification problem in sport 
regarding identifying key physical and technical-tactical perfor
mance indicators that help classify between senior and acad
emy rugby league players without bias to any classification 
machine learning algorithm. Through the obtained results, fif
teen key performance indicators were identified as key perfor
mance indicators for differentiating between senior and 
academy levels in the backs and 14 key performance indicators 
were identified for forwards (Tables 2 and 3).

Significant differences in seniors and academy players were 
observed in the key performance indicators identified by the 
Correlation-based feature subset filter method to improve clas
sification accuracy. Senior rugby league backs observed more 
high-speed distance, more relative collision count, accumu
lated more player load, completed more 240 s tackle duration 
and performed more carries than academy among others, 
while academy rugby league players only observed more sprint 
meters per min than seniors. Cohen’s effect size analysis of the 
identified key variables reveals nine (9) of the 15 identified key 
variables for backs have a large effect size between senior and 
academy backs while three key variables had moderate effect 
size between both positional groups (Table 2). Two of the three 
key indicators with small effect size between seniors and acad
emy backs was seen between academy and seniors (Table 2).

For rugby league forwards, senior players performed greater 
workload than academy players such as increased high-speed 
distance, relative collision, 60-s absolute average, 240 s tackle 
duration, defensive collision dead-stop, etc., while academy 
players recorded more meters per minute than senior players 
(Table 3). Six key performance indicators have a large effect size 
between senior and academy forwards while four indicators 
had moderate effect size between the positional groups 
(Table 3). Two of the four key performance indicators with 
small effect sizes occurred between academy forwards and 
senior forwards (Table 3).

The study (Woods et al. 2018) compared elite youth and 
senior Australian National Rugby Leagues game-play character
istics and reported that elite youth are usually not exposed to 
higher physical demands (e.g., tackling capacity) compared to 
senior players. Gabbett (Gabbett 2013) also reported higher 
physical demands among National Rugby League players 

during competitive matches than National Youth competition 
players. These studies (Gabbett 2013; Woods et al. 2018) further 
validate the key performance indicators identified by the 
Correlation-based feature subset filter method.

Whitehead et al. (2021) identified nine key variables for 
backs and three variables for forwards. For the backs, two of 
the fifteen performance indicators identified in phase I was 
common to those identified by Whitehead et al. (2021) (i.e., 
Player Load 2D and Player Load Slow). For forwards, there 
were no common performance indicators identified between 
both studies despite analysing the same data. This is because 
the variables identified by Whitehead et al. (2021) are specifi
cally to increase the predictive performance of the Random 
Forest classification algorithm whereas the Correlation-based 
feature subset filter method applied in this study is not spe
cific to any classification algorithm. This highlights the impor
tance of applying a feature selection method rather than 
applying variable importance for identifying key variables. 
The study (Thornton et al. 2017) that applied the variable 
importance method to identify key training load variables to 
predict injury status and the study (Halson et al. 2021) that 
identified key seven sleep components to the Pittsburgh 
Sleep Quality Index score suffer similar limitation to the 
study (Whitehead et al. 2021), which can be resolve by apply
ing feature selection method.

Having developed and comparatively evaluated six classifi
cation models, the classification models developed using the 
reduced datasets outperformed those of the full dataset 
despite including fewer predictor variables in the models 
(Tables 4 and 5). This is due to the removal of performance 
indicators that are strongly correlated among themselves and 
those not strongly correlated to the target variable values 
through the application of the Correlation-based feature sub
set-selection method. The best classification model of this 
study involved using Correlation-based feature subset- 
selection method to identify key performance indicators and 
5-nearest neighbour algorithm to develop a classification 
model with improved accuracy.

On the other hand, Whitehead et al. (2021) involved using 
a single random forest model variable importance method to 
identify key performance indicators and another random for
est classification model to classify between senior and acad
emy players via a single attempt of a train-test split method 
for model development. Whitehead et al. (2021) reported 
a classification accuracy of 82.0% for backs and 67.5% for 
forwards. In contrast, the 5-nearest neighbour model in this 

Table 5. Summative performance of all classification models for forwards using all variables and those identified through the correlation feature subset method.

Models Dataset Accuracy (%) True Positive Rate False Positive Rate True Negative Rate False Negative Rate Kappa AUC Time (Secs)

Logistic Regression Full 74.57 0.77 0.28 0.72 0.23 0.49 0.8 1.41
Reduced 74 0.72 0.24 0.76 0.28 0.48 0.83 0.04

Multi-Layered Perceptron Full 74.95 0.71 0.21 0.79 0.29 0.5 0.84 5.49
Reduced 75.9 0.7 0.18 0.82 0.3 0.52 0.84 0.3

Naïve Bayes Full 68.88 0.75 0.38 0.62 0.25 0.37 0.78 0.03
Reduced 74.19 0.71 0.22 0.78 0.29 0.49 0.84 0.02

Support Vector Machine Full 72.3 0.74 0.3 0.7 0.26 0.44 0.72 0.12
Reduced 74 0.67 0.19 0.81 0.33 0.48 0.74 0.05

Random Tree Full 61.29 0.63 0.41 0.59 0.37 0.22 0.61 0.01
Reduced 70.59 0.74 0.3 0.67 0.26 0.41 0.7 0.01

5-Nearest Neighbour Full 70.97 0.68 0.26 0.74 0.32 0.42 0.78 0.01
Reduced 77.42 0.76 0.21 0.79 0.24 0.55 0.83 0.01
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study, fitted on the reduced dataset produced an accuracy of 
84.55% for classifying backs and an accuracy of 77.42% for 
classifying forwards. Nonetheless, there are other classifica
tion models from this study fitted on the reduced dataset that 
outperformed Whitehead et al. (2021) reported accuracy. The 
Multi-Layered Perceptron had a classification accuracy of 
83.22% for backs and 75.9% for forwards, and all six classifica
tion models for forwards. The performances of this study’s 
methods are directly linked to the underlying performance 
indicators used in classification model development. 
Therefore, the overall findings of the current study suggest 
that studies should avoid using the classification model vari
able importance method to identify key performance vari
ables for generic use and to avoid using a single train-test 
split method for fitting classification model for sports 
analytics,

Conclusions

This study fulfilled its aim by improving the classification accu
racy of senior and academy rugby league players, in compar
ison to a previously published study by Whitehead et al. (2021). 
Correlation-based feature subset-selection using the best-first 
search method as a feature selection method identified key 
physical and technical-tactical performance indicators for 
improving classification accuracy of rugby league senior and 
academy levels. The development of multiple classification 
models experimentally produced the best performing model 
with better predictive ability than the existing method.

In the attempt to identify key performance indicators to 
classify senior and academy players backs, a balanced set of 
physical and technical-tactical performance indicators were 
discovered for backs. Whereas more physical performance 
indicators were identified than technical indicators for 
forwards.

Based on the findings of this study, it is recommended that 
the application of a feature selection method is used before 
classification model development, evaluation, and improve
ment. Also, we encourage the development of classification 
models using various classification machine learning algorithms 
from different categories before selecting and presenting the 
best-performing methods. It is also recommended to develop 
a classification model via a 10-fold cross-validation method.
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