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This paper investigates the causal relations and dynamic interactions among the different sizes of stock 

returns, interest rates, real activity, and inflation. The generalized impulse response functions and the 
generalized forecast error variance decomposition are computed in order to investigate interrelationships 
within the system. Results reveal that Unrestricted Vector Auto Regression outcome is a function of the size of 
stock returns. Specifically, the results suggest that the stock returns for the fifth and tenth deciles are leading 
indicators for future macroeconomic performance. However, stock return for the first decile leads the inflation 
rate and real interest rate but does not lead the real economic activity as represented by industrial production.   
JEL classification: G140; G170; G190; M490 
Keywords: Stock Returns, Market Based Accounting Research, Innovation Accounting, Market Capitalization, 
Portfolio Returns, Inflation and Interest Rate.  

 

1. Introduction 

Given the recent instability permeating the American stock market since the economic crash of 
2008, the study of factors that have an impact on stock returns has become more relevant than ever. 
While it may be impossible to develop an accurate predictor of stock fluctuations because of the 
human variable, many tools and methodologies have been employed in prior studies that attempt to 
provide us with a better understanding of the relationship between stock returns and other factors. 

Studying the main factors that have an impact on stock returns is a very important topic in the 
Market Based Accounting Research (MBAR) and Finance. Many tools and different methodologies 
are employed in the literature to have a better understanding of the relationship between stock 
returns and other factors.  

Historically, changes in the quantity of money have influenced stock prices movement, as 
explicitly found by Homa and Jaffee (1971), Keran (1971), Modigliani (1972), Palmer (1970), Pepper 
and Zwick (1971) and Sprinkel (1964, 1971). Hamburger and Kochin (1972) discovered different 
channels through which variables relating to money supply could affect stock prices. They 
demonstrated ways in which monetary growth could affect stock prices, i.e., changes in monetary 
growth had a number of different effects on the market.  

Building on those historical connections between money and stock prices, Fama (1981) found 
that stock returns were determined by forecasts of more relevant real variables and that negative 
stock return-inflation was induced by a negative relationship between inflation and real activity. 
Fama (1981), Geske and Roll (1983), Kaul (1987), Shah (1989) and Barro (1990) found that more than 
fifty percent of the variances in stock-return could be traced to forecasted variables like real GNP, 
industrial production and investments, which are important determinants for the cash flows to 
firms.  

Geske and Roll (1983) found that stock returns caused changes in inflationary expectations 
because of a chain of macroeconomic events that followed the returns. Ram and Spencer (1983) 
found evidence of unidirectional causality from inflation to stock returns. Disputing these findings, 
Fama (1981) hypothesized that the negative correlation between stock returns and inflation was not 
a causal relationship but that the relationship was indirectly affected by a positive relationship 
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between stock returns and real activity induced by a negative relationship between real activity and 
inflation.  

James, Koreisha and Partch (1985) investigated the causal links between stock returns, real 
activity, money supply and inflation, using a vector autoregressive-moving average model. Fama 
(1990) found that shocks to expected cash flows, time varying expected return, and shocks to 
expected returns were the rationality behind the variation in stock prices. 

One of the most enigmatic empirical findings in finance is the size effect, first reported by Banz 
(1981), which seems to provide strong evidence that the shares of firms with small equity market 
values earn, on average, higher stock returns than firms with large equity market values. The 
apparent persistence of this effect is such that it has been accorded the status of an anomaly. If the 
size of the firm is related to its return, the relationship between size of stock returns and the 
macroeconomic variables should be investigated. In addition, Fama and French’s (1993, 1995, 1996) 
proposed factors, SMB and HML, exhibit large variability over time. SMB is a zero-investment 
portfolio that is long on small capitalization (cap) stocks and short on big cap stocks. Similarly, HML 
is a zero investment portfolio that is long on high book-to-market (B/M) stocks and short on low 
B/M stocks. In this paper, we investigate the extent to which the monthly performance of size- 
sorted portfolios is related to fundamental variables in the economy. In addition, we investigate 
whether macroeconomic variables can help predict the returns on SMB, HML, and other size-based 
portfolios. 

One of the common tools used to measure stock fluctuations is the multivariate Vector Auto 
Regression (VAR). Using this approach, Lee (1992) analyzed the causal relationship and dynamic 
interaction among stock returns, inflation, real activity and interest rates for the post-war USA. He 
found that stock returns appeared Granger-Causal and the results of his study helped explain real 
activity. 

This paper, like Lee’s (1992) paper, uses VAR to measure stock fluctuations, but differs from his 
study in critical ways. First, by using a sample period that extends from January 1964 to March 2009, 
our sample includes data from the world financial crisis, making it more relevant to today's stock 
fluctuations. Second, like Lee's (1992) paper, the (nominal) common stock returns are returns on the 
New York Stock Exchange (NYSE) that have been value weighted to the stock index obtained from 
the Center for Research in Security Prices (CRSP), but unlike Lee’s paper, data on stock returns 
represent size portfolios. The size portfolios are sorted into deciles based on market capitalization at 
the end of each quarter and represent a value-weighted average.  

Analyzing the size variable is a critical component in measuring stock fluctuations, and we 
investigate the causal relations and dynamic interactions among different sizes of stock returns, 
interest rates, real activity, and inflation. In other words, we are exploring how the relationships 
among these variables are affected by the size of the stock returns 

Third, rather than use the VAR, we are applying a relatively new and powerful methodology. 
The generalized forecast error variance decomposition components and the generalized impulse 
response functions are computed from estimated unrestricted vector autoregressive (UVAR) models. 
Unlike the traditional forecast error variance decomposition and impulse response functions, these 
approaches do not require orthogonalization of shocks and is invariant to the ordering of the 
variables in the UVAR model, while the widely used Choleski factorization is known to be sensitive 
to the ordering of the variables.  

In addition, the UVAR as employed in this study, can avoid using arbitrary choice of 
restrictions needed to settle identification. The findings suggest that future stock returns for the first 
decile can be estimated by using the time paths of growth in GDP and real interest rate. Future stock 
returns for the fifth decile can only be estimated by using the time paths of the real interest rate. 
Finally, future stock returns for the tenth decile cannot be estimated by using the time paths of any 
macroeconomic variable questioned in this study. These results indicate that the VAR results are 
sensitive to changing the sizes of stock return. 

The organization of the paper is as follows. Section 2 presents the literature review. Section 3 
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describes the data. Section 4 introduces the VAR model. Section 5 reports evidence from the VAR 
model. Section 6 concludes. 

2. Literature Review 

As indicated earlier, this topic is analyzed in the MBAR and Finance literature. Bali et al (2008), 
in a recent study in this field, tried to identify variables that forecasted the stock returns based on 
different factors, based on a quarterly data from 1972 to 2002. Results contradicted with Lamont’s 
(1998) study due to the different time periods. Their conclusion was that not all factors had the same 
impact over different periods. They found the earnings yield was one of the stable factors to predict 
the future stock returns. 

Grigoris et al 2007 based on Greek data span 1970 to 2003 concluded that some factors like beta, 
size and E/P could be considered as redundant factors for explaining average returns. Based on UK 
data Morelli (2007) approached different conclusion by saying that beta and book to market equity 
was an important factor for security returns. A recent study based on Malaysian data Roselee and 
Fung (2009) concluded that other macro factors should be combined with the size in order to provide 
better understanding about the stock returns. In a much related study to ours, Lee (1992) 
investigated the causal relationship and dynamic interaction among asset returns, interest rates, real 
activity and inflation using a multivariate VAR model with postwar U.S. data. He showed that prior 
stock returns Granger causes real stock returns. He found strong positive response of industrial 
production growth to real stock returns. But he did not find any consistent negative response of 
inflation (stock returns) to innovations in stock returns (inflation). Innovation in real interest rates 
can explain the error variance of real inflation substantially and real inflation can explain only a low 
percentage of the variation in the industrial production growth. So stock returns can signal the 
changes in real activity and the relation between them is positive. But no causal relationship is found 
between stock returns and inflation. Rather, the negative relationship between stock returns and 
inflation is treated as a possible proxy for the relations between real activity and stock return.  

Darrat (1990) tested the joint hypothesis that the stock market of Canada is efficient and the 
expected returns were constant over time using the multivariate Granger-causality technique. He 
found that the Canadian stock prices fully reflect all available information on monetary policy 
moves. Darrat and Mukherjee (1987) used a VAR model along with Akaike’s final prediction-error 
on the Indian data over 1948-84 and showed that a significant causal relationship existed between 
stock returns and a certain macroeconomic variable. Brown and Otsuki (1990) found that money 
supply; production index, crude oil price, exchange rate, call money rate and a residual market error 
were associated with risk premia and affected the Japanese stock market.  

Investigating the pricing of macroeconomic variables of the Japanese stock market Hamao (1988) 
replicated the Chen, Roll and Ross (1986) study in the multi-factor APT framework. He showed that 
Japanese stock returns were significantly influenced by the changes in expected inflation and 
unexpected changes in both the risk premium and in the slope of the term structure of interest rates. 
The volatilities in real economic activity in Japan were weakly priced compared to the U.S.A. 
Changes in monthly production and trade terms were weakly priced and the unanticipated changes 
in the exchange rate and changes in oil prices were not priced in the Japanese stock market. 

3. An Overview of the Data  

Quarterly data on the U.S economy are used for the sample period January 1964 to March 2009. 
Following the recent trend in empirical research, this paper applies the VAR method. A 
four-variable VAR model is estimated to capture the time series relationships among the real stock 
returns (SRE), real interest rates (IRE), growth rate in industrial production (IPG), and rate of 
inflation (INF). Real returns (SRE, IRE) are computed as nominal returns less the inflation rate. The 
data for IPG and INF are seasonally adjusted.  

The (nominal) common stock returns are the returns on the New York Stock Exchange (NYSE) 
value weighted stock index obtained from the Center for Research in Security Prices (CRSP). Data on 
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stock returns represent size portfolios. The size portfolios are sorted into deciles based on market 
capitalization at the end of each quarter and represent value-weighted average. For example, SRE1 is 
real stock returns on the portfolio with the smallest market capitalization and SRE10 is the real stock 
returns on the portfolio with the biggest market capitalization. As in Lee (1992), the nominal interest 
rates (IR) are the returns on one-month Treasury bills. The rate inflation (INF) is computed by using 
the monthly Consumer Price Index (CPI) series obtained from the Federal Reserve Bank of St. Louis 
Web Site. Then we compute using the following formula: INFt = (CPIt-CPIt-1)/CPIt-1. The industrial 
production series (IP) is taken from same Web site, and the IPG is computed by IPGt = 
(IPt-IPt-1/IPt-1). Table 1 shows the descriptive statistics of the variables.  

 
Table 1 

Descriptive Statistics 

 Statistics INF IPG IRE SRE1 SRE5 SRE10 

Mean 0.046 0.034 0.062 0.247 0.154 0.129 

Median 0.039 0.039 0.055 0.138 0.146 0.140 

Maximum 0.156 0.181 0.151 2.852 1.891 0.88 

Minimum -0.010 -0.312 0.028 -1.424 -1.317 -1.01 

Std. Dev. 0.032 0.063 0.025 0.703 0.508 0.312 

Skewness 4.879 -5.908 0.013 3.073 0.484 -1.89 

Kurtosis 16.941 35.327 0.049 15.808 15.339 16.97 

Jarque-Bera 189.41 1,082.598 0.695 82.758 19.261 62.31 

INF: inflation rate, IPG: industrial production, IRE: real interest rate, SER1: the stock return for the first decile, 
SER5: the stock return for the fifth decile, and SRE10: the stock returns for the tenth decile.  
 

4. The VAR Model 

This study adopts an unrestricted vector autoregression (UVAR) framework to analyze the 
dynamic relationship between the variables. The UVAR does not impose arbitrary restrictions of the 
effects of the endogenous variables. It was common in earlier VAR-type analyses to rely on a 
Choleski factorization. Unfortunately, the Choleski factorization is known to be sensitive to the 
ordering of variables when the residual covariance matrix is non-diagonal. This paper employs 
generalized forecast error variance decomposition developed in Koop, Pesaran and Lee (1996) and 
Pesaran and Shin (1998) to deal with this problem. Unlike the orthogonalized forecast error variance 
decomposition, the generalized approach is invariant to the ordering of the variables in the UVAR 
model. The generalized forecast error variance decomposition from the UVAR model is computed in 
order to investigate interrelationships within the system. The empirical work undertaken in this 
study is based on estimating the UVAR on eight definitions of money. 

The UVAR approach, introduced by Sims (1980), suggests a standard tool to analyze time series 
relationships among macroeconomic variables. A VAR is a system in which every equation has the 
same right hand variables, and those variables include lagged values of all of the endogenous 
variables. VARs are well suited to forecasting variables where each variable helps forecast other 
variables. 

The mathematical form of a UVAR is 
𝑦𝑡 = 𝑚 + 𝐴1𝑦𝑡−1 + ⋯ + 𝐴𝑁𝑦𝑡−𝑁 + 𝜀𝑡                         (1) 

Here 𝑦𝑡  is a vector of endogenous variables; m is a vector of constant, N is the vector autoregressive 
order, 𝐴𝑖 are matrices of lag coefficients of 𝑦𝑡  up to some lag length N, and 𝜀𝑡 is a vector of 
innovations. The components of 𝜀𝑡 

vector are each white noise process with zero mean, constant 
variance, and are individually serially uncorrelated. However, the components of 𝜀𝑡 vector could be 
contemporaneously correlated.  

UVARs have proven successful for forecasting systems of interrelated time series variables. 
Vector autoregression is also frequently used, although with considerable controversy, for analyzing 
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the dynamic impact of different types of random disturbances on systems of variables. However, the 
estimated coefficients of UVARs themselves are difficult to interpret. We will look at the generalized 
forecast error variance decomposition and the generalized impulse response functions of the system 
to draw conclusions about a UVAR.  

4.1. The Generalized Forecast Error Variance Decomposition, Innovation Accounting Analysis  

Innovation accounting analysis refers to two tools used to trace the impact of shocks 
(innovations) in the VAR system.  These tools were introduced by Sims (1980) to measure the 
dynamic interaction among the variables.  The first, the forecast error variance decomposition 
(FEVD), analyzes the errors the model would tend to make if it is used to forecast its variables.  The 
FEVD shows how much of the average squared forecast error, which the model tends to make, is 
caused by innovations associated with each of the variables in the model.  The FEVD of a variable, 
thus, can suggest that forces associated with one variable are major influences on the evolution of 
another variable.   

The generalized FEVD shows how much of the average squared forecast error, which the model 
tends to make, is caused by innovations associated with each of the variables in the model.  The 
generalized FEVD of a variable thus can suggest that forces associated with one variable are major 
influences on the evolution of another variable.  In other words, the generalized FEDV of a VAR 
provides information about the relative importance of the random innovations. It was common in 
earlier VAR-type analyses to rely on a Choleski factorization. Unfortunately, the innovation 
accounting results based the Choleski factorization is sensitive to the ordering of variables in the 
VAR model. In this paper, we apply generalized forecast error variance decomposition developed by 
Koop, Pesaran and Lee (1996) and Pesaran and Shin (1998) to deal with this problem. Unlike the 
orthogonalized method, the generalized approach is invariant to the ordering of the variables and 
does not impose the constraint that the underlying shocks to the VAR are orthogonalized before 
decompositions are computed. The generalized approach explicitly takes into account the 
contemporaneous correlation of the variables in the VAR model. The approach provides meaningful 
results at all the horizons including initial impact.  

We calculate separate variance decomposition for each endogenous variable. The first column is 
the forecast error of the variable for different forecast horizons. The source of this forecast error is 
variation in the current and future values of the innovations. The remaining columns give the 
percentage of the variance due to specific innovations. One period ahead, all of the variation in a 
variable comes from its own innovation, so the first number is always 100 percent. 

4.2. Generalized Impulse Response Function 

The other tool, the impulse response function, shows how one variable responds over time to a 
single innovation in itself or in another variable.  Specifically, it traces the effect on current and 
future values of the endogenous variable of a one standard deviation shock to one of the 
innovations. Innovations or surprise movements are jointly summarized by the error terms of the 
UVAR model.   

4.3. Granger Causality Tests  

If we have two time series 𝑚𝑡 and 𝑦𝑡  interacting according to the following model: 
   𝑚𝑡 = 𝜋11𝑚𝑡−1 + 𝜋12𝑦𝑡−1 + 𝑢𝑚𝑡                                   (2.1) 

   𝑦𝑡 = 𝜋21𝑚𝑡−1 + 𝜋22𝑦𝑡−1 + 𝑢𝑦𝑡                                    (2.2) 

The series 𝑦𝑡  fails to Granger-cause 𝑚𝑡 according to the Granger test if, in a regression of mt on 
lagged m and lagged 𝑦𝑡 , the latter takes on a - not significantly different from - zero coefficient.  

That is, the coefficient 12 in the first equation must equal zero.  Similarly, 𝑦𝑡  fails to Granger-cause 
𝑚𝑡 according to Sims (1972) if, in a regression of 𝑦𝑡  on lagged 𝑦𝑡  and future 𝑚𝑡  (if we add 𝑚𝑡+1   
to the right hand sides of 2.2), the latter takes on a - not significantly different from - zero coefficient.  
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In these cases, it is said that 𝑚𝑡is exogenous with respect to𝑦𝑡 . If on the other hand, the coefficient 

21 is nonzero, then 𝑚𝑡 does Granger-cause 𝑦𝑡 .  
This test is criticized on the ground that it does not imply a cause-and-effect relationship.  It 

implies the existence of empirical correlation between the variables.  To show that, consider again 
the above two-variable VAR model.  It is a reduced form of the following structural model: 

𝑚𝑡 = ∅𝑦𝑡 + 𝛽11𝑚𝑡−1 + 𝛽12𝑦𝑡−1 + 𝜀1𝑡                             (2.3) 

𝑦𝑡 = 𝛾𝑚𝑡 + 𝛽21𝑚𝑡−1 + 𝛽22𝑦𝑡−1 + 𝜀2𝑡                             (2.4) 

where the error terms, 𝜀1𝑡and 𝜀2𝑡are contemporaneously and serially uncorrelated.   From these 
equations, 𝑚  is predetermined for 𝑦  if ∅=0, while m is strictly exogenous for 𝑦  if ∅=

1  =0.   

From the reduced form model, y fails to Granger-cause m if 12 =0.  Now, 12  is given by 12 =
(∅𝛽22 + 𝛽12)/(1 − ∅𝛾). 

It is clear that non-causality is neither necessary nor sufficient for predeterminedness: ∅=0 
neither implies nor is implied by 12=0.  Cooley and LeRoy (1985) argued that Granger and Sims 
tests were irrelevant to whether a causal interpretation of a conditional correlation was justified.  
Further, predeterminedness was also the exogeneity concept relevant for econometric estimation.  
Therefore, Granger causality test results cannot be used to prove the direction of causation from one 
variable to another.  It can be used to show that one variable can help forecast another variable 
[Hamilton (1994)].                                                                               

The empirical evidence from a VAR model is very sensitive to the choice of lag length in the 
equations of the model.  Alternative choices will give different innovations series and, thus, will 
likely make a difference in the variance decomposition results.  The appropriate lag length could be 
tested using the likelihood ratio test, the Akaike Information Criterion, or the Schwarz Criterion.  In 
this study, the lag length will be specified based on these criteria and the results obtained in each 
case will be compared.  Changing the lag length will also test the robustness of the empirical 
results. 

5. Empirical Results  

This section investigates the dynamic relationship between the variables using correlation 
analysis and VAR models for the full sample period 1964.3-2000.4. Before estimating final models, a 
few issues need to be addressed regarding the application of the VAR method. Given the sensitivity 
of the VAR results to the lag length, for each model the lag length will be determined before final 
estimation according to three criteria.  These are the Likelihood Ratio (LR), the Akaike Information 
Criterion (AIC), and the Schwarz Criterion (SC).  Finally, the results should be robust to the ordering 
of the variables to be considered conclusive. 

To determine the best lag length, the three criteria mentioned earlier are applied to the results 
from running the EC model using different lags.  The other two criteria, the AIC and the SC, try to 
minimize a function that depends on two elements: the determinant of the covariance matrix of 
residuals and a penalty for including a large number of parameters in the model. The lags are 
examined up to 16 quarters. There is no significant increase in the explanatory power by adding more 
lags than six quarts.  This is confirmed by the SC statistics: the minimum value is reached at the 16th 
lag. So the final estimation of this model will be carried out using five lags for each variable. 

5.1. Granger-Causality  

The Granger approach to the question whether X causes Y is to see how much of the current Y 
can be explained by past values of Y and then to see whether adding lagged values of X can improve 
the explanation. Y is said to be Granger-caused by X if X helps in the prediction of Y, or equivalently if 
the coefficients on the lagged Xs are statistically significant.  

The tests are whether all the coefficients of the lagged Xs in the second equation may be 
considered to be zero, and similarly whether the coefficients of the lagged Ys in the fourth equation 
are zero. Thus, the null hypotheses being tested are that X does not Granger-cause Y and that Y does 



Casual Relation among Different Size of Stock Returns, Interest Rates, Real Activity, and Inflation      101 

not Granger-cause X. Output from the test gives the relevant F-statistics for these two hypotheses. 

5.1.1. In Presence of SRE1 

The results show that SRE 1 Granger-causes INF and IRE but does not Granger-causes IPG. In 
addition, IPG and IRE Granger-cause SRE1. However, INF does not Granger-cause SRE 1. Our results 
suggest that stock return for the first decile is the leading indicator for the inflation rate and real 
interest rate but not for the growth in GDP. Furthermore, Future stock return for the first decile can be 
estimated by using the time paths of growth in GDP and real interest rate.  
 

Table 2 
 Granger Causality Tests   

 INF IPG IRE 

 Direction of Causality 

 → ← → ← → ← 

 
SRE1 

Yes 
(4.97539) 

((0.00813)) 

No 
(0.48292) 

((0.61797)) 

No 
(2.33162) 

((0.10077)) 

Yes 
(4.82283) 

((0.00938)) 

Yes 
(3.47636) 

((0.03350)) 

Yes 
(5.91728) 

((0.00338)) 

 
SRE5 

Yes 
(3.21261) 

((0.00560)) 

No 
(1.15429) 

((0.33475)) 

Yes 
(6.52245) 

((0.00476)) 

No 
(1.18665) 

((0.31724)) 

Yes 
(2.46915) 

((0.02688)) 

Yes 
(2.14474) 

((0.02688)) 

 
SRE10 

Yes 
(4.96539) 

((0.00413)) 

No 
(0.3592) 

((0.71297)) 

Yes 
(6.52245) 

((0.00325)) 

No 
(2.45162) 

((0.11077)) 

No 
(0.28292) 

((0.52797)) 

No 
(1.23429) 
((0.4472)) 

INF: inflation rate, IPG: industrial production, IRE: real interest rate, SER1: the stock return for the first decile, 
SER5: the stock return for the fifth decile, and SRE10: the stock returns for the tenth decile. (): F-statistic, (()): 
P-value. 
 

5.1.2. In Presence of SRE5 

Table 2 indicates that SRE5 Granger-causes INF, IPG, and IRE. In addition, only IRE 
Granger-cause SRE5. These results indicate that that stock return for the fifth decile is the leading 
indicator for any macroeconomic variable questioned in this study. However, future stock return for 
the fifth decile can be only estimated by using the time paths of real interest rate.  

5.1.3. In Presence of SRE10 

The results in this case are similar to the presence of SRE5, except that SRE10 does not 
Granger-cause IRE and IRE does not Granger-cause SRE10. The results suggest that future stock 
returns for the tenth decile cannot be estimated by using the time paths of any macroeconomic 
variable questioned in this study. Contrarily, stock returns for the tenth decile is the leading 
indicator for the macroeconomic performance.  

5.2. Evidence from the VAR Model 

5.2.1. Stock Returns and Real Activity  

Tables 2, 3, and 4 are based on our VAR estimated using the quarterly. These tables reports 
variance decompositions for various time horizons based on the estimation period. Each row shows 
the fraction of the 2-step ahead forecast error variance for a specific variable that is attributed to 
shocks to the column variable. 
a) When we study the variation of each variable explained by its own shocks, SRE1 and SRE10 
account for 85% of its own variation while SRE5 accounts for 88% of its own variation. 
b) Between stock return and growth in industrial production (IPG), SRE1 and SRE5 seem to explain 
a substantial fraction (9%) of variance in IPG. However, SRE10 explains larger fraction by 17% of IPG 
variance. This indicates that SRE 10 has a strong impact on IPG variation than SRE 1 and SRE 5.  
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Table 3 
 Generalized Forecast Error Variance Decomposition Using SRE1 

Variance Decomposition of INF: 

Period INF IPG IRE SRE1 

1 100.0 0.0 0.0 0.0 

12 82.3 10.1 5.9 1.5 

16 81.5 10.9 6.0 1.4 

Variance Decomposition of IPG: 

Period INF IPG IRE SRE1 

1 0.0 99.9 0.0 0.0 

12 16.5 54.6 19.4 9.3 

16 22.3 50.9 18.0 8.6 

Variance Decomposition of IRE: 

Period INF IPG IRE SRE1 

1 4.3 1.3 94.2 0.0 

12 7.4 17.1 63.9 11.4 

16 7.4 17.7 62.8 12.0 

Variance Decomposition of SRE1: 

Period INF IPG IRE SRE1 

1 0.2 0.3 1.1 98.2 

12 1.7 5.4 7.1 85.6 

16 2.3 5.4 7.1 85.0 

INF: inflation rate, IPG: industrial production, IRE: real interest rate,SER1: the stock return for the first decile.  

 
Table 4 

 Generalized Forecast Error Variance Decomposition Using SRE5 

Variance Decomposition of INF: 

 Period INF IPG IRE SRE5 

 1 100.0 0.0 0.0 0.0 

 12 81.9 10.2 6.4 1.3 

 16 81.2 11.1 6.5 1.0 

Variance Decomposition of IPG: 

 Period INF IPG IRE SRE5 

 1 0.0 99.9 0.0 0.0 

 12 16.7 54.5 18.6 10.0 

 16 22.6 50.8 17.3 9.2 

Variance Decomposition of IRE: 

 Period INF IPG IRE SRE5 

 1 5.4 1.2 93.3 0.0 

 12 9.7 18.6 58.2 13.4 

 16 9.6 19.2 56.9 14.1 

Variance Decomposition of SRE5: 

 Period INF IPG IRE SRE5 

 1 0.1 0.0 2.6 97.2 

 12 2.0 4.0 5.7 88.1 

 16 2.3 4.0 5.7 87.8 

INF: inflation rate, IPG: industrial production, IRE: real interest rate,SER5: the stock return for the fifth decile. 
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c) Between stock return and real interest rate (IRE), SRE1 and SRE5 seem to explain a substantial 
fraction ranges from 12% to 14% of variance in IRE. However, SRE10 explains larger fraction by 22% 
of IRE variance. This indicates that SRE 10 is more important in explain fluctuation in IRE than SRE1 
and SRE5.   

5.2.3. Interest Rate and Inflation 

In presence of SRE 1 and SRE 5, neither IRE nor INF appears to explain a substantial fraction of 
the forecast error variance of each other. However, in the presence of SRE10, IRE shocks explain 17% 
of INF variation. Also, INF shocks explain 13% of IRE variation. The generalized impulse response 
function shows that, in response to shock in IRE, INF declines for two quarters then recovers quickly. 
This effect becomes positive after that. This result is inconsistent with the findings of Lee (1992). He 
finds that INF declines in response to shocks in IRE. 

 
Table 5 

 Generalized Forecast Error Variance Decomposition Using SRE10 

Variance Decomposition of INF: 

Period INF IPG IRE SRE10 

1 100.0 0.0 0.0 0.0 

12 74.4 6.5 16.4 2.5 

16 73.9 6.7 16.7 2.5 

Variance Decomposition of IPG: 

Period INF IPG IRE SRE10 

1 0.4 99.5 0.0 0.0 

12 13.2 46.5 23.2 16.9 

16 15.4 44.6 22.7 17.0 

Variance Decomposition of IRE: 

Period INF GIPG IRE SRE10 

1 6.6 1.8 91.4 0.0 

12 12.5 12.3 54.8 20.2 

16 12.3 12.4 53.2 21.9 

Variance Decomposition of SRE10: 

Period INF IPG IRE SRE10 

1 0.1 0.05 2.1 97.6 

12 7.4 3.0 3.1 86.2 

16 8.5 3.0 3.1 85.21 

INF: inflation rate, IPG: industrial production, IRE: real interest rate,SER10: the stock return for the tenth decile.
  

5.2.4. Inflation and Real Activity 

Table 3 shows that inflation has some explanatory power for growth in the industrial 
production in the presence of SRE1 and SRE5. Inflation explains 22% of the variance of IPG. With 
SRE10, inflation explains 15.5% of the variance of IPG. These findings are broadly inconsistent with 
Lee's (1992) findings.  

6. Conclusion 

This paper attempts to investigate both causal relations and dynamic interactions among 
different sizes of stock returns, interest rates, real activity, and inflation. The generalized impulse 
response functions and the generalized forecast error variance decomposition are computed in order 
to investigate interrelationships within the system. A number of important results in this regard are 
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represented using different sizes of stock returns. The results of this paper suggest that the empirical 
conclusion may differ when stock returns of different sizes are measured. For example, the results 
suggest that the stock returns for the fifth and tenth deciles are important for predicting future 
macroeconomic performance. However, stock return for the first decile is a leading indicator for the 
inflation rate and real interest rate but not for growth in GDP. Further, future stock return for the 
first decile can be estimated by using the time paths of growth in GDP and real interest rate. Future 
stock return for the fifth decile can only be estimated by using the time paths of real interest rate. 
Finally, future stock returns for the tenth decile cannot be estimated by using the time paths of any 
macroeconomic variable questioned in this study. In conclusion, VAR results are sensitive to 
changing the sizes of stock return. 
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