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Abstract 

Emotion assessment is a challenging task in the human-computer interaction interface. Previous 

studies have examined the relationship between emotion and color, but they fail to accurately analyze 

emotional semantics due to the numerous elements in human-computer interaction interfaces. As a 

result, a combination model of a backpropagation neural network (BPNN) and an artificial bee colony 

algorithm (ABC) was presented in this paper to predict the emotion semantics of the human-computer 

interaction interface. The mechanism of generating the weights and thresholds for each layer of BPNN 

was converted to the search for an optimal honey source. Meanwhile, according to experiment results 

and evaluation of elements in human-computer interaction interfaces, this paper has assessed the 

relationships amongst the eight key elements (ratio of graphics to text, color difference, color 

distribution, color harmony, theme style, white space ratio, frame style, number of colors) and emotion 

word pairs (moderation-fancy, calm-pleasure, confusing-clear, cold-kind, coarse-elegant). 

Furthermore, an emotion application database was established to determine how the amalgamation of 

critical elements affects the users’ feelings about the human-computer interaction interface to help 

designers build a user-centric interface. Finally, the database can be applied to relieve mental health 

problems by meeting the psychological expectations of users as mental healthcare intervention during 

the COVID-19 pandemic. Also, it can help designers to design a pleasurable visual interaction interface 

for a particular element to convey health-related information and protective measures. 

Keywords: emotion assessment, human-computer interaction interface, backpropagation neural 

network, artificial bee colony algorithm, emotion application database 

 

1. Introduction 



The interaction interface plays an important role in achieving an effective human-computer 

intelligent interaction. It should realize actual functions and be the carrier of emotion (Tharangie et 

al., 2009). Dong (2008) proposed that interacting with the human-computer interface will elicit 

emotions that invoke cognitive activities from users and impact psychological expectations and 

emotional states. However, how to evaluate emotion semantics and apply them to meet the emotional 

demands of users in an interaction interface is unclear. With the development of relevant technologies, 

emotion assessment has become a hot research focus because of its wide range of applications and 

complex emotional communication between users and computers. It is challenging to analyze 

emotional semantics that convey different feelings to the user with an optimal combination of key 

elements in the interaction interface. Conventional human-computer interface configuration focuses 

on interaction usability and aesthetics (e.g., interpretability, uniformity, reliability, troubleshooting, 

and interface fulfillment) to develop efficient interaction systems which does not completely fulfill 

the requirements of a human-computer interaction interface. 

In the 1990s, Japanese entrepreneur Kenichi Yamamoto pioneered the Kansei engineering 

concept (M. Nagamachi, 1989). This theory emphasizes the process of using a product when users will 

form a direct mental image of the product through multi-sensory channels (e.g., sight, hearing, touch, 

smell, taste, etc...) and consequently, other perceptual emotional words will appear (Wang et al., 2018). 

Users learn to value the spiritual aspects of objects instead of their utilitarian usage, which prioritizes 

the emotional connection between humans and computers (Bhandari et al., 2019). Studying the 

relationship between key elements and emotion semantics in the human-computer interaction interface 

will provide insights into the user’s satisfaction with the user interface aesthetically to enhance 

usability of the interaction system. For example, color is an important stimulus for human emotion (N. 



Kaya & Epps, 2004). Picasso said that color, like form, is inseparable from our emotions. There are 

two types of emotions when a person perceives color. One is an emotion that arises from a physical 

requirement, a more intuitive perceptual emotion. The other is the higher emotion that arises from a 

deeper psychological tendency, a complex, multi-layered feeling of consciousness (Yifan, 2018). 

Modern human-computer interaction interfaces represented by virtual controls such as symbols, 

icons, and graphics are gradually replacing physical controls such as buttons, knobs, and switches, and 

have become the mainstream medium for user-system interaction. Many digital elements are 

intertwined and interspersed with each other, and the structure of these elements is intricate. Among 

them, graphics constitute one of the most intuitive visual and emotional experiences of the graphical 

user interface (GUI), based on the law of the body’s visual processing level (Noiwan & Norcio, 2006). 

Visual emotion measurements play a significant role in interface design (Wu & Li, 2019). However, 

the person’s desire and requirement for interaction interface emotion semantics is a form of sensory 

interpretation, which is tricky to precisely quantify (Lu et al., 2006). With the support of an intelligent 

emotion assessment model, this study presented the use of an experimental investigation to obtain 

representative samples and identify influential key elements that affect users’ feelings, which will assist 

designers in gaining a rigorous understanding of the emotional semantics of the interaction interface 

to elicit users’ emotional preferences and requirements.  

In addition, there are many popular machine learning and deep learning algorithms for emotion-

related research (Chandra & Jana, 2020), but most of them are not suitable for emotion assessment and 

application in human-computer interaction interface. For instance, Convolutional Neural Networks 

(CNN) can automatically extract image features including color, texture, shape, and image topology, 

and has good robustness and operational efficiency in processing two-dimensional images (Qin et al., 



2018). However, it may ignore the details of some key elements, such as theme style, frame style, etc. 

Moreover, it can only be utilized for emotion assessment instead of emotion matching and as design 

guidelines of human-computer interaction interface schemes. For comparison, Backpropagation 

Neural Network (BPNN) includes the input layer, hidden layer, and output layer, while the details of 

key elements can completely map to the input layer neurons. It is useful for establishing a prediction 

model based on massive datasets. Furthermore, the initial state of BPNN was optimized by the artificial 

bee colony algorithm (ABC) to prevent the learning algorithm from dropping into a local optimum. 

This aims to address the shortcomings of the artificial neural network and explore the influence of the 

combination of key elements on the user’s emotions in a human-computer interface. 

Considering the key elements affecting the emotion semantics of human-computer interaction 

interfaces, eight key elements were selected by expert participants using morphological analysis and 

the Kansei engineering method. Next, user interface samples were collected, and emotional word pairs 

were screened by hierarchical cluster analysis and factor analysis technologies. These word pairs were 

matched with the semantic differential method to prepare for training and testing, and the relationship 

between a certain element and emotion semantic was analyzed using the grey system theory (Wang, 

2011). Next, the initial state of efficient optimization was determined by the ABC algorithm due to 

previously discussed reasons. The global COVID-19 pandemic has brought about insights into 

numerous psychological issues and their detrimental effects on mental health, such as stress, anxiety, 

depression, and frustration for the general population in life and work (Serafini et al., 2020). Therefore, 

it is imperative to formulate comprehensive emotion assessment models of human-computer interfaces 

to conveniently visualize the results and satisfy emotional preferences and psychological requirements 

(Jiang et al., 2022). Finally, the emotion application database was constructed to provide theoretical 



support for emotion matching and prediction in the design of human-computer interface schemes based 

on mental healthcare intervention for meeting user psychological expectations. It can be also used in 

practical studies (Salman et al., 2012) to guide the development of a user-friendly interfaces for a given 

element to convey some health information and protective measures. 

The rest of our paper is organized as follows. In Section II, we present a literature review. In 

Section III, we conduct a series of experiments with results that are fed into the next section. In Section 

IV, an emotion assessment model is introduced. Section V discusses the research results. Section VI 

proposes an emotion application method for the design of human-computer interaction interface. 

Section VII introduces the limitations. In Section VIII, conclusion and further research are outlined. 

The framework of our study is shown in Figure 1. 

 

2. Related Literature 

Guo et al. (2019) emphasized the importance of interaction interface aesthetics in attracting the 

attention of users or consumers. Mcdougall and Reppa (2008) attempted to identify interface features 

that are significant for invoking users’ psychological responses. From the viewpoint of a quantitation 

study, H. Huang (2014) examined color hue, color value, color chroma, experience, lightwave, 

psychology, ergonomics, and feelings from a variety of perspectives. Reppa et al. (2008) stated that 

interaction interface feature conspicuousness (e.g., visual effect, color, form style, or icon) is essential 

for capturing users’ attention. On the other hand, visually pleasing aspects may elicit users’ emotions 

or psychological impressions, raise their curiosity, and encourage them to engage effectively with 

certain applications. Upasna et al. (2019) studied emotional communication for users to seek a 

spirituality that transcends the utilitarian usage of objects and interfaces. Besides, Jianbang Liu et al. 



(2022) established an assessment method to evaluate the performance of human-machine interaction 

(HMI) for the GUI based on the analytic hierarchy process (AHP) and grey relational theory (GRT) 

model. 

From the viewpoint of qualitative studies, Raihan (2017) analyzed the influence of positive 

emotions on users’ experiences with given attractive interfaces. Damjanovic and Santiago (2016) 

argued that human emotions are defined by the presence of cultural backgrounds, cultural stockpiles, 

and cultural environments, which are non-inherent characteristics in animals. Huang et al. (2014) 

proposed a configuration analysis technology to handle object features with psychological effects in 

new creations based on user emotion construction theory. Maxim Bakaev (2007) established a model 

for emotion extraction principles, analysis principles, and application strategies, followed by the model 

application to the emotional design of human-computer interfaces. These qualitative studies analyzed 

the semantics and principles of emotion and established an emotion model based on case studies. 

However, the accuracy of emotional assessment is affected by personal emotional state and knowledge 

background, especially in complex work situations. Latiff et al. (2019) introduced a design guideline 

for the identification of design elements for children’s learning applications user interface of learning 

applications (e.g., navigation, text, image and icon, audio, content, color, input/output support, and 

feedback). However, their research has not discussed the combined influence of these elements and 

has not included children as experiment participants. 

From the viewpoint of quantitative studies, researchers have studied user interface-related 

emotions through experiments and mathematical operations. Kaya et al. (2017) used machine learning 

methods such as deep convolutional neural networks to recognize emotions in human beings. Rao et 

al. (2011) considered facial feeling assessment with a dynamically neural network. Ngo et al. (2003) 



analyzed 14 key features and corresponding formulas for the interface layout. Drawing on these studies, 

Oosterwijk et al. (2012) studied the relationship between emotions and physiological signals based on 

artificial neural networks for emotion analysis. In the light of artificial neural network, Yuan et al. 

(2015) studied relevant components such as the color, frame, and image. Subsequently, they explored 

correlations between key elements of artistic interaction interfaces and perceived usability perception 

followed by proposing four-color features in mathematical formulas. Bozhkov et al. (2016) introduced 

resonance condition neural networks for human sentiment assessment of electroencephalogram data 

in experiments to verify pleasant and unpleasant sentiments associated with an image in an interface. 

Moreover, emotion assessment is also considered in virtual scenarios. Sekhavat et al. (2021) suggested 

a theoretical framework for affective user interface design and evaluation where facial expressions 

were used to evaluate user affective experiences.   

Many studies focus only on color theory or engineering theory to understand interaction interface 

emotion semantics, but few investigate other key elements using mixed qualitative and quantitative 

methods (e.g., graphic-to-text ratio, whitespace, and style) to improve the user’s emotional experience 

and meet psychological expectations in a human-computer interface. Shneiderman (1997) proposed 

that the primary reason for utilizing graphics in the human-machine interface is to attract users’ 

attention and foster a foster on a particular functionality of the interaction interface. Based on this, Sia 

(2010) considered that it is important to appropriately arrange the graphics and text to meet users’ 

feelings and expectations in terms of aesthetics and usability. Therefore, not only the proportion of the 

graphic to the text but also its appropriate integration with other key elements that contribute to the 

user’s perceived efficient interface interaction. Cheng and Patterson (2007) extracted some significant 

elements in the human-machine interface that may also affect the users’ emotions, except for the 



combination of graphics and text. Nordin et al. (2021) focused on identifying design characteristics of 

color and graphic elements for e-learning interface that would be appropriate for generation Z students. 

The goal is to encourage more active engagement and participation in the e-learning activities. 

To date, there is limited effective design approach or guideline that incorporates emotions in 

human computer interaction interface. J Liu et al. (2022) described some COVID-19 pandemic 

information visualization examples in human-computer interaction as a benchmark for future 

pandemic information visualization performance enhancements. Currently, there is still a lack of a 

common interface which integrates emotion and context in IoT-based Emotion Recognition (ER) 

systems. Consequently, Elkobaisi and Al Machot (2022) introduced a modeling method to combine 

different IoT data sources in active and assisted living (AAL) based on Domain-Specific Modeling 

Language (DSML) to improve human support. However, there is not much text in some human-

computer interaction interfaces due to the minimalist design style. Thus, the context effect cannot be 

fully considered. In other words, a generalizable method is still elusive. Wang et al. (2021) proposed 

an emotion-assessment method based on a self-assessment emotion tool (SAET) to improve pictorial 

expression design for the measurement of experienced emotions and emotional evaluation of products 

or services. It comprised twenty images depicting a cartoon character expressing ten positive and ten 

negative emotions. This method is excellent for emotion-related research, but there are several 

shortcomings. On the one hand, neutral emotion between positive and negative emotion has not been 

considered, because human beings cannot have only positive or negative emotions. On the other hand, 

it is more suitable for the field of emotion experiences and evaluation rather than common interface 

scheme design. 

In practice, human-computer interaction researchers have begun to investigate design for 



psychological health as a cognitive-behavioral treatment (Bickmore et al., 2010; G. Doherty et al., 

2010; Jin et al., 2021). According to the experimental requirements, anorexia and bulimia nervosa were 

compared with a group of healthy participants to investigate the psychological and physiological 

reactions to real food and pictures of food shown in a human-computer interaction interface. Based on 

this, Gorini et al. (2010) proposed that the emotional responses induced by virtual exposure were 

equivalent to those elicited by actual exposure. Gavin Doherty et al. (2012) introduced SilverCloud, a 

platform for creating more interactive online experiences for online mental health interventions that 

could benefit people experiencing a range of psychological difficulties through text, graphics, audio 

voiceovers, or interpretive videos. On this platform, 45 users utilized an online cognitive behavioral 

therapy program for depression. Sun (2020) analyzed the transmission mechanism of a human-

computer interaction interface to epidemic prevention publicity for the middle-aged and elderly by 

studying the user’s perception experience. This made it easier for the middle-aged and elderly groups 

to understand and accept relevant information, such as wearing masks to prevent the COVID-19 

pandemic. Wu Xindi et al. (2020) considered visual elements such as text, graphics, and color from 

the interaction interface, which improved the relevance, availability, and accuracy of real-time 

dynamic information and user-friendly experiences. Thus, some empirically intelligent methods from 

the aforementioned content are used for the emotion assessment and design of human-computer 

interaction interface. 

Based on the overview of related studies, there is currently limited effective emotion assessment 

and application methods in the field of human-computer interaction interface. Therefore, this study has 

introduced a combined model of BPNN and ABC as a design guideline for human-computer 

interaction interface, not only for the intelligent emotion assessment but also for emotion matching 



and prediction based on a constructed database. Furthermore, the generalizability of our proposed 

method is promising. With the development of human-computer interaction interfaces in some 

emerging fields, these key elements in our proposed method may be adapted or further extended. 

 

3. Experiment 

To analyze and evaluate the features and emotions of the human-computer interaction interface, 

a total of 60 participants (20 design experts and 40 experienced interaction interface users) were 

involved in the experiment. The participants were divided into three groups. The first group was to do 

a morphological assessment, which included 10 design experts who were teachers aged between 27 

and 48 years old at university, with at least six years of design and evaluation experience in human-

computer interfaces. Nielsen (1993) proposed that the optimal number of experts or assessors in a 

heuristic evaluation or trial research should be three to five to address about 66–75 percent of the 

functionality and aesthetic concerns in the user interface. To achieve the best quantitative evaluation, 

the second group had 40 participants comprising students aged between 18 and 25 years old with more 

than six years of experience in using interaction interfaces. The experimental results served as the 

foundation for developing an emotion evaluation model. The third group had 10 designers who had a 

minimum of eight years of design experience in interaction interfaces, and the experimental results 

served as the validation for the emotion evaluation model. 

 

3.1. Analysis of interaction interface key elements 

This study aims to evaluate the influence of the combination of key elements on feelings and 



psychological expectations of users during the engagement procedure and construct a model of 

emotion assessment and application. Therefore, we reviewed more than 180 homepages of smartphone 

apps that contained music players, shopping apps, mobile museum apps, etc. After a preliminary 

evaluation, similar and inappropriate homepages were removed.  Some of the homepages gave users 

the same first impression, which posed as a challenge to morphological analyses due to their 

extraordinary layout. Finally, 86 homepages were selected with trial samples, and they were used to 

investigate  the impact of relevant elements on users’ emotions. The morphological analysis 

implemented by the experts of the first group consisted of two steps. In the first step, the key elements 

of APP homepages were evaluated by five experts from the first group, which could influence users’ 

emotions due to their background knowledge. In the second step, five other experts from the first group 

analyzed the results, assembled comparable viewpoints or materials, and eliminated insignificant 

features (e.g., the space between paragraphs) (Bruseberg & McDonagh-Philp, 2002). The results of the 

morphological analysis are shown in Table 1. 

 

3.1.1. Key element explanation I 

There are eight key elements: ratio of graphics to text ( 𝐾1 ), color difference ( 𝐾2 ), color 

distribution (𝐾3), color harmony (𝐾4), theme style (𝐾5), white space ratio (𝐾6), frame style (𝐾7), and 

number of colors (𝐾8). Each key element contains three or five types, as shown in Table 1. The item 

“Ratio of graphics to text (𝐾1)” denotes the proportion of space used by graphics or color to the space 

used by text on an interface page. If the area of graphics is equal to the area of text, it indicates that 

𝐾1 is equal to 1 (type3). The item “Theme style (𝐾5)” indicates the design style of the homepage. The 

item “White space ratio (𝐾6)” indicates the proportion of white space on the homepage. The item 



“Frame style (𝐾7)” illustrates the interaction interface switching style. The last item is the number of 

colors (𝐾8)”, which shows the amount of color on the homepage. 

 

3.1.2. Key element explanation Ⅱ 

It is challenging to describe or quantify color with a single significant quality during visual 

perception. However, color is a visual element that can elicit strong emotions in individuals ( Lin, 

2004). Its expressions are rich and vivid, which can elicit a variety of thoughts and sensations, resulting 

in a range of emotions (He et al., 2015). Color may be analyzed based on three fundamental aspects: 

hue, value, and chroma, all of which are inherent properties (Munsell, 2019). The final perceptual 

impression of interface color given to the user is the overall result of the combination of the three 

characteristics. If there is any to one of the three qualities, the perceived impression of color on the 

sense of sight through light refraction will change. Furthermore, various color combinations have a 

huge impact on human perception. According to previous research (Yuan et al., 2015; Jing, 2016), the 

three color-characteristic mathematical equations have been summarized in this section to confirm the 

value of color difference (𝐾2), color distribution (𝐾3), and color harmony (𝐾4), respectively. 

Based on the Munsell color theory (Judd, 1940), the greatest hue difference in color matching 

was determined to be 144° (Figure 2) in the hue ring, which exhibited strong visual identification. The 

following formula may be used to calculate the hue difference among primary variants: 

 𝐻𝑑 = 
𝛽𝑘

144°
 (1) 

where 𝛽𝑘 is the degree of the spacing angle between primary variants. 

The color interference incline remained steady with a chroma difference of over 50 (the maximum 

was 100) for the various chroma when the other two characteristics were identical (Li & Xue, 2016). 



Since the greatest chroma of different colors varied, it was essential to calculate the chroma at the 

chroma class location using the following equation: 

 𝐶𝑑= 
(

𝐶𝑥
𝐶𝑥𝑚𝑎𝑥

−
𝐶𝑦

𝐶𝑦𝑚𝑎𝑥
)

50
*100        (2) 

where 𝐶𝑥 denote the chroma of color x, and 𝐶𝑥max is the highest degree of the actual state of the 

individual x in the coloring theory. 

Meanwhile, this study determined whether the value difference between two colors reached 4.5 

and satisfied the cognitive processing requirement using the following equation: 

𝑉𝑑= 
(𝑉𝑥−𝑉𝑦)

45
*10             (3) 

where 𝑉𝑥 is the coloring value of item x. 

𝐾2= 
𝐻𝑑+𝐶𝑑+𝑉𝑑

3
 (4) 

Then, 𝐾2 is eventually obtained. 

Information entropy is a quantity utilized in information theory to quantify the extent of chaos in 

a system (Martinas & Katalin, 1997). It was used to quantify the homogeneity of color distribution in 

a human-computer interface in this research. The human-computer interaction interface was split into 

four parts by the X and Y axes based on the center point, i.e., the first quadrant (X1Y1), the second 

quadrant (X2Y1), the third quadrant (X2Y2), and the fourth quadrant (X1Y2). In the four quadrants, the 

entropy (Jia & Zhang, 2014) was the largest where it correlated to the pixel grade of a given color. The 

entropy 𝐸𝑥 of the x-th color is represented as follows: 

𝐸𝑥 = −
1

𝑙𝑛 4
∑ 𝐹𝑥𝑦

4
𝑦=1 × 𝑙𝑛(𝐹𝑥𝑦)  (5) 

𝐹𝑥𝑦 =
𝐴𝑥𝑦

∑ 𝐴𝑥𝑦
4
𝑦=1

    (x=1,2,3,…,n; y=X1Y1, X2Y1, X2Y2, X1Y2) (6) 

where 𝐴𝑥𝑦 is the region in section y of the interface that is dominated by a definite color x,  

𝐾3 = 
∑ 𝐸𝑥

𝑛
𝑥=1

𝑛
 (7) 



Then, 𝐾3 is eventually obtained. 

To evaluate color harmony, Birkhoff and David (1933) introduced the aesthetic degree formula 

to assess formal beauty. It has been referenced by Moon–Spencer’s supposition to obtain the artistic 

grade principle (Moon, 1944). 

𝑂𝑟={
∑ 𝑂𝑔                   (𝐴𝑐ℎ𝑟𝑜𝑚𝑎𝑡𝑖𝑐 𝑐𝑜𝑙𝑜𝑟)

∑ 𝑂ℎ + 𝑂𝑣 + 𝑂𝑐 (𝐶ℎ𝑟𝑜𝑚𝑎𝑡𝑖𝑐 𝑐𝑜𝑙𝑜𝑟)
 (8) 

where 𝑂𝑔 is the component of the order for only having achromatic color; 𝑂ℎ, 𝑂𝑣, and 𝑂𝑐 are the 

components of the order defined by the hue, value, or chroma discrepancy, respectively. 

Monochromatic color is engaged in normalization (Li Jing, 2012). 

𝐾4 =
𝑂𝑟

𝐶𝑛 + 𝐶ℎ + 𝐶𝑣 + 𝐶𝑐
 (9) 

where 𝐶𝑛  is the quantity of the corresponding colors; 𝐶ℎ , 𝐶𝑣 , and 𝐶𝑐  are the color pairs in all 

possible pairwise associations with hue, value, and chroma discrepancy, respectively. 

Then, 𝐾4 is eventually obtained. 

 

3.2. Extracting representative samples 

As indicated above, 86 apps homepages were used as experimental samples for the morphological 

analysis, each of which had eight key components and 34 different categories of interaction interface 

elements. To minimize the cognitive burden on experimental participants and to ensure assessment 

coherence, the experimental sample size should be reduced. Therefore, this study used hierarchical 

cluster analysis to obtain meaningful statistics about APP homepages from the output of morphological 

features. The input value was defined as 1 if the sample had a certain key element; otherwise, the value 

was defined as 0. The results were input into the SPSS software, and the results obtained after 

modification are shown in Figure 3. 



The representative experimental datasets for training and testing the BPNN and ABC models 

were selected by using the cluster tree diagram. Finally, a total of 35 samples, including 25 training 

sample sets and 10 test sample sets (shown in Figure 4) were used as semantic evaluation to assess 

the emotional experience of users. 

 

3.3. Evaluating users’ emotions 

Emotion evaluation studies are often used in Kansei Engineering to evoke users’ psychological 

reactions to a system by using the semantic differential approach (Kittross, 1959). In ergonomic and 

cognitive science evaluations, vision or sensation word pairs are often employed to represent 

consumers’ sentiments toward a platform (M Nagamachi, 1995). To accurately represent users’ 

sentiments regarding APP homepages, this study needs to collect a large pool of emotion-related and 

usability-related word pairs. 

From periodicals, product catalogs, newspapers, blogs, multimedia, interviewing, and other 

sources, this study collected a lot of word pairs that were linked to emotions. More than 100 pairs of 

emotional words were obtained after the primary election, and they were used to represent the app 

homepages, such as quiet–noisy, traditional–future, romantic–rigid, realistic–fancy, etc. The five 

experts of the first group selected the most appropriate ones for characterizing the APP homepages by 

grouping comparable emotional word pairs and conducting two rounds of debate with the other five 

experts of the first group. Eventually, 28 pairs of emotive words were chosen, which could be evaluated 

by the semantic differential method. 

To obtain representative factors, factor analysis and cluster analysis methods were used for the 

28 selected emotion word pairs with the result of the semantic differential method (Melka et al., 2011). 



The result is shown in Table 2. According to the results of factor analysis, the top five emotional word 

pairs with the highest scores were selected as follows: No. 14 (moderation-fancy M-F), No. 2 (calm-

pleasure C-P), No. 11 (confusing-clear C-C), No. 15 (cold-kind C–K), and No. 1 (coarse-elegant C-E). 

The 40 participants in the second part were required to rate the gradation that each of the 25 

training samples corresponded to the M–F, C-P, C–C, C–K, and C-E emotion word pairs. The 

experimental stimuli were controlled using the E-Prime program. The participants were shown a fixed 

cross for 2000 milliseconds, followed by a random presentation of the sample image for 5000 

milliseconds, and followed by a screen displaying a blank space for 1000 milliseconds to neutralize 

the impact of the prior stimulus. All stimuli were presented in an arbitrary sequence. Next, the semantic 

difference approach was utilized to determine the five scales (1-5). The subjects were instructed to 

observe the five emotion word pairs on each homepage and then provide an assessment score. For 

example, each participant evaluates each APP homepage for the M–F emotion on a scale of 1–5, where 

a score of 1 indicated that the homepage seemed to be highly moderate, while a value of 5 indicated 

that the homepage is very fancy. For the validity test, the 10 participants of the third group were invited 

to perform the experiment based on the semantic difference method for the 10 test samples. 

Finally, an element-emotion assessment form (Table 3) was obtained, combined with the key 

elements affecting the emotional semantics of the human-computer interface. The test samples were 

asterisked in Table 3. The value of M–F, C–P, C–C, C–K, or C–E emotion word pairs presented here 

is the mean of the rates evaluated by subjects. It can be seen that test sample No.29 is the easiest to 

understand due to the C–C value of 4.05, whereas the training sample No.13 is the most perplexing 

due to the C–C value of 1.81. This finding is consistent with the widespread belief that some key 

elements play a critical role in improving users’ emotional experiences with aesthetics and usability 



(Thüring & Mahlke, 2007). 

 

3.4. Measuring the relevance of key elements 

Deng (1982) established the grey system theory to study the interaction of elements in an 

identifiable situation when grey data was provided, indicating unclear and partial. This method was 

efficient in broad domains and showed its effectiveness in managing partial known information to 

discover new information (Yang, 2011; Chou & Hsiao, 2007; Lin & Wu, 2011). In this study, gray 

relational analysis (GRA) was used to identify the key elements on the APP homepage with the most 

influence on a particular emotion word pair and investigated the relationship between the two datasets. 

There are two series of grey relational coefficients: the first is a reference series (𝐾0K) and the 

other is as a comparison group (𝐾𝑖K, i = 1, 2, 3, …, m). Grey relational matrix sets are presented as 

follows, where K = {𝐾s|s= 0, 1, 2, …,𝑛}. 

K = [

𝐾1(1) 𝐾1(2) … 𝐾1(𝑚)
𝐾2(1) 𝐾2(2) … 𝐾2(𝑚)

⋮ ⋮ ⋱ ⋮
𝐾𝑛(1) 𝐾𝑛(2) … 𝐾𝑛(𝑚)

] (10) 

Deng (1989) proposed that the grey relational coefficient r(𝐾0(t), 𝐾𝑖(t)) represents the degree of 

grey relation among the datasets at a given time epoch in the two series. 

r(𝐾0(t), 𝐾𝑖(t)) = 
𝑚𝑖𝑛𝑖𝑚𝑖𝑛𝑗|𝐾0(t)−𝐾𝑖(t)|+x𝑚𝑎𝑥𝑖𝑚𝑎𝑥𝑗|𝐾0(t)−𝐾𝑖(t)|

|𝐾0(t)−𝐾𝑖(t)|+x𝑚𝑎𝑥𝑖𝑚𝑎𝑥𝑗|𝐾0(t)−𝐾𝑖(t)|
 (11) 

where x is a discriminating coefficient used to determine the resolution scale, and it is typically set to 

0.5. The relational coefficient has some qualities: norm space, polarity symmetric, integrity, and 

approachability (Deng, 1989; Lin et al., 2007). 

The grey relational grade of each comparative sequence 𝐾𝑖  (i = 1, 2, 3, …, m) to citation 



sequence 𝐾0 at all times may be calculated as: 

𝑟(𝐾0, 𝐾𝑖) =
1

𝑛
∑ 𝑟(𝐾0(𝑡), 𝐾𝑖(𝑡))    (𝑖 = 1, 2, 3, … , 𝑚)

𝑛

𝑡=1

 (12) 

According to the content mentioned above, GRA was used in this study to determine the key 

elements of the app homepage that had the most influence on the M–F, C–P, C-C, C-K, and C–E 

emotion pairs with the eight key elements (𝐾1, 𝐾2, 𝐾3, 𝐾4, 𝐾5, 𝐾6, 𝐾7, 𝐾8). Table 4 illustrates the grey 

relationship degree 𝑟(𝐾0, 𝐾𝑖) between the samples’ homepage sensation (𝐾0) and the key element 

(𝐾𝑖), and the value falls within 0 and 1. The key element 𝐾𝑖 is more closely related to the samples 

feeling 𝐾0 than the key element 𝐾𝑗 if 𝑟(𝐾0, 𝐾𝑖)  >  𝑟(𝐾0, 𝐾𝑗) 

As shown in Table 4, the “theme style (𝐾5)” has the greatest influence on the M–F emotion, with 

a GRA value of 0.66, followed by the “color harmony (𝐾4)” and the “ratio of graphics to text (𝐾1)”. 

This indicates that when the design is to elicit the desired M–F emotion, user interface designers should 

place a greater emphasis on these three most significant factors. Similarly, designers may place a lower 

emphasis on less impactful factors because they contribute very little to the M–F emotion. This study 

proposed that theme style, color harmony, and the ratio of graphics to text are critical elements for 

moderation-fancy emotion semantics in the human-computer interaction interface. 

 

4. Emotion assessment model 

The combination of the backpropagation neural network (BPNN) and the artificial bee colony 

(ABC) algorithm has been extensively utilized to evaluate the complicated and nonlinear connections 

among input and output elements because of its excellent learning capability. Many studies show that 

combining the ABC algorithm with BPNN produces optimal results in some fields (Ozturk & 



Karaboga, 2011; Taheri et al., 2017; Zhang et al., 2022). Optimizing the BPNN’s convergent solutions 

can help to enhance the accuracy and convergence rate. Also, the prediction accuracy is superior to 

that of the conventional BPNN and Elman-NN. Currently, the ABC-BPNN model has not been used 

for assessing emotion in human-computer interaction interfaces. As a consequence, this research 

investigates whether it can provide accurate predictions in this area.  

 

4.1. Construction of BPNN model 

Based on gradient descent, BPNN is a multilayered network model with error backpropagation 

as its central concept. The network receives starting weights and thresholds, and the output values are 

calculated by forwarding information across layers. The weights and thresholds are then adjusted 

according to the discrepancy between the true values and predicted values. Furthermore, to minimize 

the final error of the model, BPNN needs to repeat the learning and assessment process. 

The BPNN structure consists of three layers, as seen in Figure 5. Among the layers, each neuron 

is linked to the others, while the neurons inside the layer are not. In this study, the 34 types of the eight 

key elements were utilized as the 34 input variables of the BPNN. The associated input neuron was 

assigned a value of 1 if the app homepage had a certain sort of key element; otherwise, the value was 

0. The output neurons were the evaluated average values of the M–F, C–P, C–C, C–K, and C–E 

emotion pairs. The values of the hidden layer neurons were calculated using a modified empirical 

formula (Ke & Liu, 2008). 

𝑁ℎ𝑖𝑑𝑑𝑒𝑛 = √𝑁𝑖𝑛𝑝𝑢𝑡 + 𝑁𝑜𝑢𝑡𝑝𝑢𝑡 +  m (13) 

where 𝑁ℎ𝑖𝑑𝑑𝑒𝑛 indicates the number of nodes in the hidden layer; 𝑁𝑖𝑛𝑝𝑢𝑡 indicates the number of 

nodes in the input layer; 𝑁𝑜𝑢𝑡𝑝𝑢𝑡 indicates the number of nodes in the output layer; m illustrates the 



continuous modification from 1 to 10, and the number of neurons is then found by rehearsing 

demonstration. In the actual training process, 𝑁ℎ𝑖𝑑𝑑𝑒𝑛 was set to 10 to obtain the optimal solution in 

the comparative experiment. The learning rate was set to 0.2. The training iteration epoch was chosen 

by using the trial-and-error technique. 

During the learning phase, a collection of the input aggregation 𝐼𝑘（𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑛）and target 

aggregation 𝑇𝑘 (𝑦1, 𝑦2, 𝑦3, … , 𝑦𝑚）are scattered randomly across the network. The input of the hidden 

layer is determined according to the following equation: 

𝑆𝑗 = ∑ 𝑊𝑖𝑗𝑎𝑖 − q𝑗   

𝑛

𝑖=1

  (𝑗 = 1, 2, 3, … , 𝑝) (14) 

where 𝑊𝑖𝑗 is the weight from the i-th node of the input layer to the j-th node of the hidden layer, and 

q𝑗 is the j-th node’s threshold value in the hidden layer. 

The transfer function is used in the hidden layer to calculate the output value. 

𝐹𝑗 = T(𝑆𝑗)     (𝑗 = 1, 2, 3, … , 𝑝) (15) 

The output value 𝐹𝑗 of the hidden layer is carried forward to the output layer, and it is utilized 

as the input of the output layer to calculate the output value: 

𝑍𝑗 = ∑ l𝑗𝑡𝐹𝑗 − g𝑡   

𝑝

𝑗=1

  (𝑡 = 1, 2, 3, … , 𝑚) (16) 

where l𝑗𝑡 is the weight from the j-th node of the hidden layer to the t-th node of the output layer, and 

g𝑡 is the threshold of the t-th node in the output layer. 

The transfer function is used in the output layer to calculate the output value of the output layer. 

𝐻𝑗 = F (𝑍𝑗)     (𝑡 = 1, 2, 3, … , 𝑚) (17) 

The activation functions in the hidden and the output layer are Sigmoid and Relu, respectively. 

The error information is transmitted backward from the output terminal if the actual result of the 



qualitative assessment value differs from the desired output of the immanent assessment value. 

Meanwhile, the weighting coefficient is progressively replaced during the propagation process until 

the output layer neurons produce the desired output value.  

 

4.2. ABC algorithm 

In practice, the standard BPNN is generally based on Gradient Descent Method to update the 

weights, but there are some shortcomings, such as the convergence rate is slow, easy to fall into the 

local minimum etc. Chi and Lin (2016) employed Genetic Algorithms (GA) to modify the weight of 

BPNN in the prediction of the Postgraduate Entrance Examination. However, the weight easily fellinto 

local minimum value when GA was used to correct the weight. The ABC method has been widely used 

in many studies, and it has shown a favorable impact during numerical optimization (Jafrasteh & 

Fathianpour, 2017). ABC is superior to or comparable to population-based algorithms such as the GA, 

Particle Swarm Algorithm (PSO), and Particle Swarm Inspired Evolutionary Algorithm (PS-EA) and 

so on (Fang, Pang, & Wang, 2017). Besides, Karaboga and Basturk (2007) used ABC algorithm for 

optimizing multivariable functions and they have conducted a comparative analysis of the results for 

ABC, Genetic Algorithm (GA), Particle Swarm Algorithm (PSO), and Particle Swarm Inspired 

Evolutionary Algorithm (PS-EA). The results showed that ABC outperforms the other algorithms. 

Further evidence that the ABC algorithm has outperformed GA, PSO, PS-EA, and some other 

population-based algorithms in optimizing multivariable functions have been demonstrated by Chen 

and colleagues (2018). They have also claimed that the ABC algorithm has further been developed 

into a highly efficient method to solve complex nonlinear optimization problems. Therefore, ABC is 

regarded a superior global optimization algorithm because it has the advantages of relative simplicity, 



robustness, quick convergence, fewer setting parameters, and high flexibility when compared to other 

swarm intelligence and population-based algorithms such as GA, PSO, and PS-EA (Fan & Ma, 2022). 

Using ABC may cause BPNN to leave the local minimum and locate the global optimal solution, 

hence enhancing the network's search speed and precision. Therefore, in our research, the ABC 

algorithm and BPNN were combined to take advantage of the global optimum solution of the ABC 

method and the generalization capabilities of BPNN. The ABC method was utilized to generate 

optimum starting weights and thresholds, and the dataset was then trained using the improved BPNN 

(Jafrasteh & Fathianpour, 2017). Figure 6 illustrates the flowchart of the ABC-BPNN model. 

Step 1: The configuration of the neural network is dictated by the input samples and output 

demands. 

Step 2: An ABC algorithm consists of three distinct groups of employed, onlooker, and scout bees. 

The process parameters used in the algorithm include the number of employed bees (𝑁𝑒), onlooker 

bees (𝑁𝑜), maximal cycles (MCN), limit value (Limit), solutions (𝑁𝑠), and bee colonies (𝑁𝑐). The 𝑁𝑠 

options are randomly initialized within the range of possible solutions. The first option is denoted by 

𝑋𝑖
𝑗
. 

𝑋𝑖
𝑗

=  𝑋𝑚𝑖𝑛
𝑗

 + rand(0,1)( 𝑋𝑚𝑎𝑥
𝑗

− 𝑋𝑚𝑖𝑛
𝑗

) (18) 

where 𝑋𝑖
𝑗
 is a possible option in the total solution; 𝑋𝑚𝑎𝑥

𝑗
 and 𝑋𝑚𝑖𝑛

𝑗
 is the maximum and minimum 

option in the beginning elucidation, i = 1, 2, 3, … , 𝑁𝑠, j = 1, 2, 3, … , 𝐷. 

The weights and thresholds of the neural network connections are represented in a D-dimensional 

vector. Each solution for the dataset D follows the formula: 

𝐷 =  𝑁𝑖𝑛𝑝𝑢𝑡 ∗ 𝑁ℎ𝑖𝑑𝑑𝑒𝑛 + 𝑁ℎ𝑖𝑑𝑑𝑒𝑛 + 𝑁ℎ𝑖𝑑𝑑𝑒𝑛 ∗ 𝑁𝑜𝑢𝑡𝑝𝑢𝑡+ 𝑁𝑜𝑢𝑡𝑝𝑢𝑡 (19) 

where 𝑁𝑖𝑛𝑝𝑢𝑡 indicates the number of neurons of the input layer, 𝑁ℎ𝑖𝑑𝑑𝑒𝑛 indicates the number of 



neurons in the hidden layer, and 𝑁𝑜𝑢𝑡𝑝𝑢𝑡 indicates the number of neurons in the output layer. 

Step 3. The fitness value is calculated according to the following formula: 

𝑓(𝑋𝑖) =  {

1                           𝑀𝑆𝐸𝑖 = 0
1

𝑀𝑆𝐸𝑖 + 1
           𝑀𝑆𝐸𝑖 > 0

 (20) 

where 𝑓(𝑋𝑖)  indicate the fitness value of the i-th key, and 𝑀𝑆𝐸𝑖  indicate the mean square error 

(MSE) produced by the i-th solution during the intelligence model training and testing process. The 

better the solution, the 𝑓(𝑋𝑖) is closer to 1. 

Step 4: Every employed bee looks for a new solution 𝑊𝑖
𝑗
 in the vicinity of the original value. 

By calculating and saving the fitness value of the latest solution and discarding the old one if it is 

higher than the previous solution, the amount of immobility of the optimizer is increased by 1. 

𝑊𝑖
𝑗

 =  𝑋𝑖
𝑗
 + rand(-1,1)  ( 𝑋𝑖

𝑗
− 𝑋𝑟

𝑗
) (21) 

where i is the number of solutions; r is produced randomly, r  i, j {1, 2, 3, . . . , 𝐷} , and r 

{1, 2, 3, . . . , 𝑁𝑠}. 

Step 5: The shortlisting probabilities of a solution value 𝑃𝑖
¢ is then determined. The onlookers 

use the random selection approach to choose an employed bee. If the location of the new solution is 

superior to the original one, it will be updated; alternatively, the number of immobility times will be 

raised by 1. 

𝑃𝑖
¢ =  

𝑓(𝑋𝑖)

∑ 𝑓(𝑋𝑛)𝑁𝑠
𝑛=1

 (22) 

Step 6: If the update failure times exceed the predefined limit, the solution is not optimized again. 

Meanwhile, the employed bee with the highest amount of stagnation is recognized. Furthermore, the 

employed bee transforms into a scouting bee, and a new solution is developed to substitute the 

dismissed one. 



𝑋𝑖 = 𝑋𝑚𝑖𝑛 + rand(0,1)  ( 𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛 ) (23) 

Step 7: The optimum solution with the highest fitness value is documented by repeating Steps 3 

to 6. The optimization process is complete when the iterations meet the specified maximum number 

of cycles (MCN). Step 4 is resumed if the maximum value is not obtained. Moreover, every round has 

a single scouting bee. 

Step 8: In Steps 1 to 7, the best parameters for the BPNN are found. 

According to prior studies (Ghaleini et al., 2019), this study set 𝑁𝑐=60, 𝑁𝑆 = 𝑁𝑒 = 𝑁𝑜 = 30, 

the limit value= 60, and MCN = 120. The emotion assessment model was implemented in MATLAB 

with 25 training samples and 10 test samples. In order to achieve the higher predicted accuracy of the 

ABC-BPNN model, we trained the intelligent model using 25 training samples in advance, as shown 

in Figures 7 and 8. 

 

5. Results 

To validate the efficacy of ABC-BPNN, the root of mean squared error (RMSE) and R-Square 

values were utilized to assess the performance the method and its forecasting capacity. The calculation 

formulas are as follows: 

𝑅𝑀𝑆𝐸 = √∑
(𝐶𝑖  −  𝑇𝑖)2

𝑛

𝑛

𝑖=1 

 (24) 

𝑅 − 𝑠𝑞𝑢𝑎𝑟𝑒 =  1 −
∑ (𝐶𝑖  −  𝑇𝑖)

2𝑛
𝑖=1

∑ (𝑇𝑖  − 𝑇𝑎𝑣𝑔)
2𝑛

𝑖=1

 (25) 

where 𝐶𝑖 is the anticipated value of the subjective estimation, 𝑇𝑖 is the expectation value estimated 

by the participants in the trial, and 𝑇𝑎𝑣𝑔 is the average value of the real statistics. 



R-square has a value range from 0 to 1. The closer the value to 1, the greater the capacity of the 

five emotion word pairs to be evaluated. According to calculated data, the RMSE and R-Square of 

ABC-BPNN are 0.1218 and 0.9655, respectively (shown in Figure 9). By comparison, the RMSE and 

R-Square of the Elman-NN are 0.2523 and 0.8910, respectively (shown in Figure 10), and those of the 

conventional BPNN are 0.3042 and 0.8471, respectively (shown in Figure 11). Some conventional 

numerical regression methods are compared with the ABC-BPNN, such as Random Forest (RF), 

Gradient Boosting Decision Tree (GBDT), XGBoost, and LightGBM. The results show that the 

performance of BPNN+ABC is better than conventional numerical regression methods as shown in 

Figure 12 when compared with Figure 9. Note that the R-squared value for BPNN+ABC is *** while 

the R-squared values for Random Forest is 0.7881; Gradient Boost Decision Tree, 0.8341, XGBoost, 

0.8427, and  LightGBM is 0.8673.  

Figures 13-17 illustrate the predicted value and the actual value of five emotion word pairs by 

ABC-BPNN, conventional BPNN, and Elman-NN. 

It can be seen from the above figures that ABC-BPNN has generated a better-anticipated result, 

and the projected value is more closely matched with the underlying value with a greater matching 

level. Meanwhile, it has a lower root mean square error, a more accurate prediction, a greater 

determination coefficient, and a better fitting effect than the conventional BPNN and Elman-NN. 

Hence, the ABC-BPNN model may be utilized to identify the emotions shown in the human-computer 

interaction interfaces. 

 

6. Application 

6.1. Application and validation 



In modern society, the human-computer interaction interface plays an important role in life and 

work, which directly affects the emotions and psychological expectations of users during their 

interaction with the machine. As with real exposure, virtual experience elicits similar emotional 

reactions (Gorini et al., 2010). In practice, numerous psychological difficulties, and significant effects 

on mental health (including stress, worry, despair, annoyance, and confusion) arise gradually 

throughout the COVID-19 pandemic (Serafini et al., 2020).  

As a mental healthcare intervention, the emotion application database was established in this 

study for the general population to alleviate these problems and improve their quality of life and work. 

The database consists of 84,375 (5*5*5*5*5*3*3*3) different combinations of key elements with their 

corresponding M–F, C–P, C–C, C–K, and C–E emotion values. Also, it can help designers to efficiently 

design an interactive interface that can better meet the psychological expectations of users. 

The method proposed in this study was utilized to expedite the program, particularly when it was 

difficult to decide which key element corresponded best with the mental requirements of users. To 

determine the optimal interface design for eliciting certain sensations, all conceivable combinations of 

key components may be fed into the ABC-BPNN model to obtain their associated emotion values. As 

a result, there are six human-computer interaction interface schemes (Figure 18 to Figure 23) that 

indicate clear, pleasant, elegant, cold, kind, and fancy semantics of emotion, respectively. 

To validate the accuracy of the emotion values of the six schemes, we conducted an assessment 

experiment based on the evaluation methods mentioned in Section III to obtain the actual value. The 

results are shown in Figure 24. It can be seen that our proposed emotion application database is reliable 

during the design process of human-computer interaction interface. 

Furthermore, the key elements and actual emotion values of the six schemes have been fed into 



the combination model of ABC-BPNN to validate the effectiveness of the proposed approach. The 

RMSE and R-Square are 0.0357 and 0.9671, respectively, as shown in Figure 25. It shows that the 

BPNN is optimized by ABC to attain better-anticipated results, although the BPNN has some potential 

drawbacks. 

 

6.2. Further discussion 

Furthermore, during the COVID-19 pandemic, if designers attempt to create a clear and fancy 

human-computer interaction interface with a highly pleasurable appearance to convey health 

information and protective measures to people, especially the elderly, are there combinations of key 

elements that work for a given element, such as 𝐾1 (graphics-to-text ratio)? To determine the optimal 

graphics-text ratio for developing an interface that is friendly to people (Jiang et al., 2022), this study 

conducted another evaluation of the assessment model mentioned above. Table 5 represents the results 

for each type of graphics-to-text ratio, including the minimum, maximum, average, and standard 

deviation of emotion pairs (M–F, C–P, C–C, C–K, and C–E) with all possible combinations of other 

elements. The result indicates that the interface with the highest graphics-to-text ratio (type 1) has the 

best chance to be clear and pleasurable, while type 3 (1:1) seems the fanciest. These results indicate 

that emotional semantics are essential for people who are willing to receive information about the 

COVID-19 pandemic. 

 

7. Limitations of Study 

The combination of the ABC algorithm with the BPNN model has practical significance, that is, 



to achieve an intelligent assessment of the emotion of human-computer interaction interfaces. However, 

this study has some limitations, and one is that all experimental samples used in this study are static. 

The inputs of the ABC-BPNN model were evaluation characteristics of the 34 types of the eight 

key elements. However, the computation procedure was rather complex due to the use of formulas (1) 

to (25) for eigenvalue calculations. For future work, the digitization of the eigenvalue execution of the 

algorithm will be studied, and a model structure of the key elements in an interaction interface will be 

constructed to increase evaluation efficiency. Also, in this study, the parameters of the ABC algorithm 

were selected based on previous studies, and its results might not be optimal under all circumstances. 

Thus, more comparative research on intelligent algorithms is necessary to improve forecast accuracy. 

 

8. Conclusion and Further Research 

The appearance of an interaction interface has a significant impact on the first impression and 

subjective experience. The combination of eight elements plays a critical role in improving the 

appearance of the human-computer interaction interface and affecting the users’ emotions. This study 

conducted experimental research on app homepages to determine the elements that impact the emotion 

of users and their relationships by using morphological analysis, factor analysis method, Kansei 

Engineering technology, and Grey relational theory. Furthermore, the initial weights and thresholds of 

the neural network were more accurately optimized based on the BPNN-ABC model. The study results 

could help to alleviate mental health problems by meeting the psychological expectations of users 

during the COVID-19 pandemic. In certain creative scenarios, the emotion application database may 

be used to assist designers to determine the optimal combination of key elements for a given element 

to design a visually pleasing visual interaction interface to convey some health information and 



protective measures. According to the simulation results, our proposed combination model is more 

appropriate for emotion assessment compared with conventional BPNN and Elman-NN. Furthermore, 

the novel database was established, which can be employed to meet the emotion requirements and 

psychological expectations of the users during the interaction process. It can help designers to design 

a more efficient human-computer interaction interface that meets users’ emotion requirements.  

From the perspective of key elements, this paper has discussed the effect of the ratio of graphics 

to text, color difference, color distribution, color harmony, theme style, white space ratio, frame style, 

and the number of colors on user emotion experience (M-F, C-P, C-C, C-K, C-E) for the human-

computer interaction interface. However, what we have discussed in this study is for the traditional 

human-computer interaction interface, such as websites and iPhone apps. With the recent rapid 

advancement of emerging technologies (such as augmented reality, virtual reality and Metaverse) 

human-computer interaction interface will play a more critical role in an innovative way. We will 

consider more diverse interface samples in these fields to further enrich our proposed methods to better 

serve users. 
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Tables 

Table 1 Key elements of web pages 

Key elements Type1 Type2 Type3 Type4 Type5 

𝐾1 
Ratio of graphics to 

text 
𝐾1>3:1 3:1>𝐾1>1 𝐾1=1 1>𝐾1>1:3 1:3>𝐾1 

𝐾2 Color difference 𝐾2>0.8 0.8>𝐾2>0.6 0.6>𝐾2>0.4 0.4>𝐾2>0.2 0.2>𝐾2 

𝐾3 Color distribution 𝐾3>0.8 0.8>𝐾3>0.6 0.6>𝐾3>0.4 0.4>𝐾3>0.2 0.2>𝐾3 

𝐾4 Color harmony 𝐾4>0.8 0.8>𝐾4>0.6 0.6>𝐾4>0.4 0.4>𝐾4>0.2 0.2>𝐾4 

𝐾5 Theme style Minimalist 
Imitative 

realism 

Science 

fiction 
Art Compound 

𝐾6 White space ratio 0-20% 20-40% 40-60%   

𝐾7 Frame style Up and down Left and right Compound   

𝐾8 Number of colors 
Below 4 

colors 
4-6 colors 

Above 6 

colors 
  

  



Table 2 The results of the factor analysis 

Emotion word 

pairs 

Component 

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

No.11 0.852 -0.821 2.931 0.451 -0.782 

No. 12 -0.714 0.622 1.537 0.755 1.046 

No. 21 -0.574 0.347 -0.617 1.014 0.438 

No. 17 -0.614 -1.103 0.645 1.123 -0.551 

No. 4 -1.364 -0.128 0.071 0.587 1.785 

No. 25 -1.134 0.455 -0.123 1.089 0.987 

No. 16 -0.135 -0.746 -0.741 -0.06 0.782 

No. 3 -1.084 -1.068 -0.811 -0.351 0.612 

No. 2 0.971 2.511 0.701 0.017 -0.003 

No. 24 0.097 0.969 1.087 -0.341 0.881 

No. 15 0.026 -0.15 0.475 2.018 0.08 

No. 27 0.851 -0.545 -0.413 -0.151 -0.394 

No. 1 -0.521 2.012 -0.182 0.783 2.072 

No. 22 -0.674 1.022 0.651 -0.263 0.221 

No. 28 -0.213 0.423 -0.354 -0.733 0.226 

No. 23 0.451 0.365 0.669 1.663 -1.169 

No. 5 1.252 1.613 0.496 0.452 -0.351 

No. 10 0.512 -0.362 -0.464 0.689 1.142 

No. 18 0.325 -1.168 0.099 0.755 0.112 

No. 9 -1.018 0.655 -0.656 0.192 -0.216 

No. 14 2.411 -0.277 -0.537 -1.032 1.227 

No. 8 0.645 0.167 0.159 -0.468 -0.65 

No. 19 0.775 0.799 -0.881 -0.296 0.427 

No. 7 -0.515 1.035 0.184 0.749 0.495 

No. 13 0.543 -0.153 -0.386 0.65 -0.463 

No. 26 1.064 -0.443 2.035 1.254 0.929 



No. 6 -0.704 -0.712 0.117 -0.524 0.732 

No. 20 0.253 0.629 1.476 -0.119 1.123 

Percentage of 

variance 25.853% 19.925% 17.957% 16.842% 13.374% 

Cumulative 

percentage of 

variance 25.853% 45.778% 63.735 80.577% 93.951% 

  



Table 3 Evaluation of elements-emotion 

Samples 

No. 
𝐾1 𝐾2 𝐾3 𝐾4 𝐾5 𝐾6 𝐾7 𝐾8 

M–F 

value 

C-P 

value 

C–C 

value 

C–K 

value 

C-E 

value 

No.1 3 4 2 3 1 2 1 1 2.76 3.28 3.24 3.11 3.51 

No.2 3 1 3 4 1 1 1 2 2.12 2.24 2.35 2.71 2.23 

No.3 1 3 2 1 4 2 1 2 1.92 2.73 3.19 2.15 3.32 

No.4 4 5 1 5 2 3 3 2 1.89 2.15 2.11 2.04 2.93 

No.5 1 5 1 1 3 1 2 3 3.02 3.60 2.32 2.55 2.24 

No.6 2 3 3 1 4 2 1 3 3.24 2.61 3.32 3.24 3.12 

No.7 5 1 3 5 5 2 1 1 4.09 3.33 3.32 2.42 2.35 

No.8 1 5 1 5 5 1 1 3 2.41 2.51 2.02 3.31 2.18 

No.9 4 4 1 3 4 1 2 1 1.82 2.58 2.25 2.18 2.61 

No.10 1 5 4 3 2 3 1 3 3.28 2.92 3.51 2.71 3.42 

No.11 1 5 3 4 2 2 1 3 3.78 3.67 3.15 3.16 2.65 

No.12 1 2 4 3 2 2 1 2 3.54 3.05 2.45 2.34 3.36 

No.13 5 5 3 4 4 2 2 1 1.95 3.21 1.81 2.48 2.51 

No.14 2 5 4 2 2 1 3 2 2.61 2.56 2.66 2.65 3.11 

No.15 1 2 3 2 4 1 1 3 2.37 3.17 3.32 3.51 2.01 

No.16 2 4 4 5 2 1 1 1 3.06 4.17 2.21 3.14 2.87 

No.17 3 3 2 1 4 1 1 2 1.71 2.17 3.16 2.59 2.81 

No.18 5 4 4 5 1 3 2 2 3.58 3.35 1.97 2.11 2.64 

No.19 5 2 4 2 4 1 2 3 3.25 2.51 2.28 3.23 2.67 

No.20 3 4 2 1 4 3 3 2 2.55 1.92 2.54 3.23 2.07 

No.21 2 3 3 2 4 3 3 3 3.76 3.32 2.63 3.13 2.49 

No.22 2 3 3 1 2 2 1 2 2.18 2.78 3.43 2.17 3.27 

No.23 5 4 2 2 3 2 1 3 3.51 2.95 2.76 2.31 3.58 

No.24 1 1 1 3 2 3 1 1 2.07 2.67 3.14 2.85 3.35 

No.25 2 1 4 5 5 3 3 2 2.39 3.17 3.88 2.93 2.29 

No.26* 3 5 3 4 1 2 1 2 3.38 2.38 2.67 1.99 2.92 



No.27* 5 1 2 2 4 2 2 1 2.34 2.24 2.13 2.42 2.56 

No.28* 2 5 1 2 5 1 3 2 3.27 3.54 3.62 3.21 3.22 

No.29* 2 4 3 1 2 1 2 2 2.73 2.49 4.05 2.95 2.61 

No.30* 4 4 2 1 3 2 3 3 2.21 2.17 1.85 2.13 2.75 

No.31* 2 5 4 2 5 2 2 2 2.89 2.73 2.33 2.62 2.48 

No.32* 3 3 3 5 4 2 1 3 2.87 2.98 2.68 2.93 2.78 

No.33* 3 5 5 5 4 2 2 1 3.56 3.55 2.97 3.15 3.81 

No.34* 2 2 5 2 1 1 3 2 2.51 2.36 3.16 2.31 2.32 

No.35* 5 3 3 3 4 1 2 2 2.81 2.61 2.65 3.11 3.21 

  



Table 4 Result of GRA 

Key 

elements 
M–F  Rank C-P Rank C–C Rank C–K Rank C-E Rank 

𝐾1 0.61 3 0.60 5 0.67 1 0.61 3 0.64 2 

𝐾2 0.60 4 0.66 1 0.59 6 0.60 4 0.67 1 

𝐾3 0.58 6 0.63 3 0.57 7 0.58 5 0.63 3 

𝐾4 0.62 2 0.59 6 0.61 4 0.65 2 0.60 4 

𝐾5 0.66 1 0.64 2 0.64 2 0.68 1 0.64 2 

𝐾6 0.55 8 0.58 7 0.63 3 0.55 7 0.59 5 

𝐾7 0.56 7 0.57 8 0.55 8 0.53 8 0.57 7 

𝐾8 0.59 5 0.61 4 0.60 5 0.57 6 0.58 6 

  



Table 5 Best combination of a certain key element 𝐾1 

Ratio type Type1 Type2 Type3 Type4 Type5 

M-F Min. 1.70 1.64 1.81 1.53 1.99 

Max. 3.81 3.77 3.94 3.65 4.07 

Ave. 2.78 2.63 2.84 2.45 2.81 

Std. dev. 0.41 0.47 0.51 0.49 0.54 

C-P Min. 1.75 1.91 1.68 1.74 1.57 

Max. 4.08 4.01 3.83 3.97 3.44 

Ave. 2.94 2.87 2.57 2.83 2.38 

Std. dev. 0.59 0.48 0.55 0.53 0.42 

C-C Min. 1.99 1.77 1.83 1.68 1.67 

Max. 3.86 3.65 3.75 3.59 3.24 

Ave. 2.85 2.64 2.79 2.32 2.42 

Std. dev. 0.38 0.41 0.43 0.44 0.39 

C-K Min. 1.91 1.67 1.78 1.51 1.46 

Max. 4.04 3.47 3.66 3.34 3.27 

Ave. 3.14 2.46 2.96 2.22 2.23 

Std. dev. 0.58 0.49 0.50 0.47 0.43 

C-E Min. 1.76 1.81 1.66 1.84 1.90 

Max. 3.56 3.72 3.47 3.81 3.63 

Ave. 2.55 2.69 2.48 2.77 2.84 

Std. dev. 0.43 0.52 0.54 0.51 0.48 

 

 

 

 

 



 

 

 

 

 


